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I introduced the OSCE 50 years ago in response to the need for a tool that assessed, more 

objectively than had been previously possible, the range of clinical skills expected of a student. 

Since then, the OSCE has been established as the gold standard for performance with recogni-

tion of its validity, measuring what we should measure; its reliability with consistency and 

dependability; its practicality, both flexible and adaptable; its impact on learning, influencing 

students and teaching; and its acceptability, being well received by students and teachers.

The first edition of Objective Structured Clinical Examinations: 10 Steps to Planning and 

Implementing OSCEs and Other Standardized Patient Exercises made an important contribu-

tion to the health professions education literature. It provided the different stakeholders with 

an understanding of the principles underpinning an OSCE and how these are reflected in prac-

tice. It was well received. It demonstrated for experienced examiners how they could gain the 

maximum benefit from the approach. For newer staff and students, it provided a sound and 

informative introduction to the use of the OSCE as an assessment tool.

Health professions education does not stand still and has continued to evolve since the first 

edition was published. The COVID-19 pandemic has had a profound effect on teaching and 

learning and on the assessment of students, with a move to online and hybrid approaches com-

bining elements of face-to-face and online experiences. There has been a reappraisal of the 

learning outcomes to be assessed and of the use of technology in assessment.

The new edition recognizes these challenges and the implications for conducting an OSCE 

in different countries around the world. The OSCE, with its multiple samples of performance, 

continues to dominate performance assessment as a key approach to formally assessing the 

clinical skills of undergraduate and postgraduate students. The book continues to serve as a 

valuable resource to support best practice in assessment and in the use of the OSCE. It high-

lights a greater virtual element in assessment, the expansion of formats to address new areas 

such as telemedicine, the need for greater student contributions and approaches to remediating 

poorly performing students, and the move from assessment of learning to assessment for learn-

ing, particularly relating to the various transitions facing a student. The book recognizes the 

need for scholarship and research in education and how these are exemplified in the OSCE. A 

range of practical approaches, including the use of simulated patients in real clinical environ-

ments, is explored in this second edition.

The assessment of a learner’s clinical competence is almost certainly the most important 

responsibility for the teacher or trainer. This new edition can help prepare all concerned with 

the necessary skills. As in the first edition, the text has been carefully crafted and will continue 

to be of value to the more experienced and novice examiner.

Professor of Medical Education (Emeritus) Ronald M. Harden  

 PhD,OBE,MD,FRCP,FRCS(Ed),FRCPCUniversity of Dundee 

Dundee, UK

Foreword
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The OSCE Book second edition is a practical manual to guide and support health professions 

educators wishing to build or improve a state-of-the-art performance assessment program for 

trainees or faculty.

This edition builds on the first in several key ways. First, it introduces new methods—vir-

tual Objective Structured Clinical Examinations (OSCEs) and group OSCEs, as well as new 

applications—OSCEs for teaching, health professions transitions, and telemedicine. Second, it 

highlights the scholarship underlying, supporting, and implementing the methods, in particu-

lar, the use of notes to assess clinical reasoning and the variety of pragmatic performance-

based assessment “use-cases” across health professions education. Finally, we attempt to 

provide enhanced sophistication to organizing, visualizing, and reporting the data from these 

experiences to optimize learning for individuals, programs, and institutions. We aim to provide 

a very pragmatic book that offers hard-earned, expert advice and concrete material, which can 

be used as is or tailored to local needs.

Since the first edition in 2013, myriad medical schools have chosen to undertake the serious 

investment of effort, time, and resources needed to do performance assessment well. They have 

chosen competencies to measure, written and piloted cases, recruited and trained standardized 

patients/participants (SPs), developed standards, and scheduled hordes of students into count-

less 15-min rotation slots many times a year. Why? Because of the growing acceptance that 

clinical knowledge, which can be reliably and validly tested through multiple-choice exams, 

does not translate directly into clinical skill. Because after assimilating new knowledge, the 

health professions student must learn to integrate and apply their cognitive learnings in human 

encounters together with communication, professionalism, ethical behavior, clinical reason-

ing, and physical examination skills. To measure these complex, higher-order behaviors, 

Objective Structured Clinical Examinations (OSCEs) are needed to simulate—physically and 

emotionally—actual health professional–patient encounters.

This book emerged from a handout for a workshop at the Association for Program Directors 

in Internal Medicine annual meeting on developing SP programs. Attendees suggested useful 

expansions and encouraged publication. The first edition was a comprehensive practical guide 

to developing SP exercises in physician training. It explained how to design OSCE cases, how 

to recruit and train SPs, manage logistics, and do all the nitty-gritty things that make an SP 

program sing or stumble. At the time, this book filled a gap so wide globally that it was trans-

lated into Chinese.

The editors and authors of this book are our partners who build and lead the NYU/ Bellevue 

Primary Care Residency Program. They are well positioned to create this manual because of 

their extensive experience, dedication, and pioneering scholarship in medical education. 

Starting small in the late 1980s, we experimented with SP encounters in our doctoring course 

for medical students and in the Primary Care Internal Medicine Residency Program. By 2000, 

we had begun to use SPs for formative and summative educational experiences on a large scale 

and across a broad range of training levels and content areas including geriatrics, women’s and 

immigrant health, and addiction medicine. We gained experience in creating research-quality 

OSCEs to assess communication skills training in the multi-institutional Macy Initiative in 

Health Communication project (medical students) and then in a disaster preparedness project 
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on psychosocial aspects of bioterrorism jointly funded by the Centers for Disease Control and 

the Association for American Medical Colleges (physicians, nurse practitioners, and physician 

assistants). We developed complimentary baseline, end-of-clerkship-year, and near-graduation 

medical student clinical encounter skills assessments to allow us to understand how clinical 

skills progress in novice healthcare providers. To do this, we committed to using a single mea-

surement framework for every assessment regardless of stage; and we committed to monitor-

ing progress longitudinally from Undergraduate to Graduate Medical Education. In the 

mid-2000s we began to pilot the use of unannounced SPs in our residency program in order to 

understand how what we measure in OSCEs translates to the real practice setting, enabling us 

to follow our trainees from the simulated into the “real” clinical setting. Currently, our medical 

students encounter upwards of 40 SP cases during medical school and our primary care resi-

dents complete around 45 cases in 3 years of training. These encounters range from formative 

exercises designed purely for learning, which include immediate feedback and extensive 

debriefing, to summative, high-stakes exams—increasingly, in the actual clinical setting. Each 

case or set of cases tests multiple dimensions (e.g., preparation, communication, clinical rea-

soning, time management, preventive medicine, error prevention, and management) of good 

doctoring and approaches the complexity of caring for real patients and the stresses of actual 

clinical practice in a controlled, reproducible, and measurable setting.

After some initial resistance to the idea of OSCEs, our students and residents early on 

expressed their appreciation for the opportunity to practice difficult tasks in a safe environ-

ment. Now, although students still get nervous in anticipation, our OSCEs are popular and 

perceived as valuable teaching tools. Our residents, by and large, rate them highly, feeling they 

are an efficient use of time and excellent learning experiences. Faculty who participate in 

OSCEs—developing cases, observing, giving feedback and debriefing—report benefitting 

greatly from the opportunity to directly observe and calibrate their expectations and under-

standing of trainees. Clinical leadership appreciates that we are rigorously addressing impor-

tant issues such as communication, patient safety, and patient activation. And the many SPs 

working closely with us in this endeavor feel that they are engaged in meaningful work, both 

personally and professionally. In the Primary Care Internal Medicine Residency Program, our 

annual all-program OSCE, initiated in 2000, is not only a central feature of program evaluation 

and resident assessment, but has also become an important community-building experience for 

residents, staff, and faculty.

OSCEs are now used in the training of many health professionals in the United States and 

elsewhere. They are used to assess knowledge, skills, professionalism, ethical behavior, physi-

cal examination skills, and the ability to work with difficult patients, patients with diverse 

cultural backgrounds, patients on the phone conducting telehealth, and with families. They can 

measure simple processes (does the learner recommend stopping smoking?) and very complex 

ones (does the novice have the professional maturity to manage telling the non-English-speak-

ing family member through an interpreter about an unexpected death and ask for an autopsy?).

Much progress has been made in our ability to ensure that we graduate physicians capable 

of practicing medicine in our rapidly evolving healthcare environment. Yet, so much more 

awaits. New curriculum needs are emerging every year—interprofessional education, patient 

safety, systems-based practice, informatics, disaster medicine, telemedicine, to name a few 

recent additions. In the way that a crisis can predictably provide many breakthrough opportuni-

ties for innovation, the COVID-19 pandemic, which disrupted medical education and clinical 

practice, accelerated the need for remote or virtual simulation when medical students were 

temporarily barred from clinical settings because of limited personal protective equipment. 

Within days, we were able to conduct comprehensive simulations to confirm that our near 

graduates were ready for internship by having them demonstrate their capabilities with SPs 

who engaged with them and assessed from the safety of their own homes. In our case, the SPs 

were trained and calibrated already, and they easily mastered the technology. Students in a 

rural Midwest state were assessed by SPs in a southern state. These encounters were directly 
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observed and debriefed in groups on a variety of virtual software platforms. In the end, stu-

dents and faculty thanked us for continuing their education under dire circumstances.

Having a rich and flexible SP-based OSCE program has allowed us to meet new curriculum 

and assessment challenges in a rigorous and exciting way. Developing and implementing an 

OSCE is a highly creative and scholarly activity, which requires a group of educators to do the 

difficult work of coming to consensus on educational priorities and setting standards for trainee 

performance. The process is scholarly because, when engaging in OSCE development, one 

confronts important unanswered questions about health professional competence and training. 

The OSCE is a robust method for answering many of these questions.

For all these reasons, we find this work enjoyable and intellectually engaging, and we 

believe you will too. In this book, the authors share with you their experience, which will allow 

you to avoid common pitfalls and get directly to the fun and meaningful stuff. Call us, come 

visit, come see OSCEs in action, and organize a workshop. We stand ready to help.

Mack Lipkin, MD

Adina Kalet, MD

Sondra Zabar, MD

New York, NY, USA 

Milwaukee, WI, USA

New York, NY, USA
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First of all, we must thank the thousands of NYU Grossman School of Medicine medical stu-
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Medicine, Surgery, Orthopedics, Anesthesiology, OB/GYN, Pediatrics, and more—who par-

ticipated in OSCEs over the past decades. We appreciate their trust that the SP exercises we 
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We are deeply grateful to Harriet Fisher, Zoe Phillips, and Renee Heller for keeping us on 
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1Introduction: OSCEs: Past, Present, 
and Future

Sondra Zabar, Elizabeth Kachur, Kathleen Hanley, 

Colleen Gillespie, and Adina Kalet

Creating Objective Structured Clinical Exams (OSCEs) or 

other Standardized Patient/Participant (SP) exercises can 

feel overwhelming, but the benefits of this type of instruc-

tional design regarding practice-based learning and 

performance- based assessment for future healthcare practi-

tioners certainly make OSCEs worthwhile. This is why we 

wrote this book. It is our hope that the systematic approach 

offered here will make it easier for more people to get 

involved in the process of creating OSCEs or similar SP 

exercises. Using Chap. 2, Organizing OSCEs (and Other SP 

Exercises) in Ten Steps, as a road map, the process is doable 

and rewarding. Furthermore, the publication of the first edi-

tion of this book in Mandarin by Peking University Medical 

Press (2018) illustrates the worldwide need for disseminat-

ing basic and more advanced strategies for implementing 

such programs.

This vastly expanded second edition is a testament to how 

much the medical education field around OSCEs has grown. 

Organizations such as the Association for SP Educators 

(ASPE) and the Society for Simulation in Healthcare (SSH) 

have consistently fostered the development of research and 

the creation of standards. A simple PubMed search using the 

term “OSCE” resulted in a total of 2791 references (queried 

on July 26, 2023). Figure 1.1 and Ba et al. [1] illustrate this 

rapid growth. Over the course of 10 years (2012 when the 

first edition was completed to 2022), the number of articles 

indexed per year more than doubled. This is surely a low 

estimate, since not all journals are indexed in PubMed, and 

“OSCE” is not always the term used to describe such multi- 

station clinical exams or exercises.

 Definitions

 Objective Structured Clinical Exams  
or Exercises (OSCEs)

OSCEs are training or assessment programs in which learn-

ers rotate through a series of time-limited stations. At each 

station, a learner has to perform specific tasks that are kept 

constant across all trainees. Rating forms with predetermined 

performance criteria are then used to assess the learner’s 

skills in a standardized fashion. Figure 1.2 illustrates the SP 

cases a learner might encounter in an eight-station OSCE 

(further expanded as the example OSCE in the blueprint in 

Table 2.6).

Over the years, many additional terms have surfaced such 

as Clinical Practice Exam (CPX), Comprehensive Clinical 

Exam (CCE), Clinical Skills Assessment (CSA), or Objective 

Structured Clinical Assessment (OSCA). To distinguish 

themselves from other institutions, educators developed local 

terminology to label their Multiple Station Exam/Exercise 

(MSE). More recently, there have been some questions about 

whether it is indeed possible to make OSCEs truly “objec-

tive,” given the human tendency toward subjectivity. Thus, 

some educators are advocating for replacing “objective” with 

“observed,” a less controversial designation.

Additional terms have developed for specific types of 

OSCEs. For example, GOSCE (Group OSCE)  refers to 

multi-station exercises where learners rotate in groups. 

OSTEs are OSCEs that focus on “teaching”; they are used as 

faculty development or program evaluation tools for 

 continuing professional training (for more information, see 

Chap. 11).
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Fig. 1.1 Growth of 

OSCE-related articles indexed 

in PubMed, 1979–July 2023. 

Search query = OSCE

Fig. 1.2 Eight-station OSCE: 

Circuit of SP scenarios (i.e., 

stations) through which 

learners rotate. This OSCE is 

used as an example 

throughout Chap. 2, Table 2.6 

describes each station. The 

images accompanying each 

station depict the standardized 

participant (patient, trainee, 

nurse, etc.) needed to portray 

the case

OSCE terminology can create some confusion for review-

ers of the literature. In some papers, “OSCE” is used for 

single-station programs. This defies the underlying assump-

tion that multiple sampling of performance is needed to cre-

ate a reliable assessment tool. Thus, by definition, an OSCE 

is a multi-station event and will require at least two stations. 

There have been debates about how many stations are needed 

to arrive at defensible promotion decisions; formative assess-

ments can manage with fewer stations. In fact, too many sta-

tions can create cognitive overload which could be 

counterproductive. A few stations with thorough debriefing 

can be a more powerful training opportunity than a myriad of 

stations that exhaust rather than enhance competencies.

 Standardized Patients/Participants (SPs)

When SPs were introduced to medical education by Howard 

Barrows in 1963, they were called “programmed” patients 

[2] to reflect the educator’s ability to shape the scenarios in 

order to meet curriculum or assessment needs. In the 1980s, 

the term “simulated patient” became popular. With increas-

ing use in assessment and the corresponding need for con-

trolling the test stimulus, “standardized patient” is often the 

preferred term, especially in North America. In other conti-

nents, the term “simulated patient” remains most prevalent.

However, this terminology is again undergoing some offi-

cial changes. OSCEs and other simulation-based programs 

have long surpassed the sole inclusion of patient-based 

encounters, resulting in the most recent term, “standardized 

participant.” In addition to family members, programs utilize 

standardized healthcare professionals and their students, as 

well as many other individuals that may be critical to  learning 

and assessing professional competencies. Typically, SPs are 

not afflicted by whatever conditions or problems they are 

depicting. Rather, they are simulating clinical problems, 

healthcare provider conflicts, or learner issues for the pur-

pose of training and assessment.

S. Zabar et al.
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Based on specific SP deployments, terms such as 

Unannounced Standardized Patients (USPs), Announced 

Standardized Patients (ASPs), Standardized Learners (SLs), 

and Standardized Healthcare Providers (SHPs) have also 

been coined. Chapter 4, “Standardized Patients in the Clinical 

Setting (USP, ASP),” provides some good examples of how 

USPs and ASPs can be utilized in training and research, and 

Chap. 9, “Objective Structured Teaching Exercises (OSTEs) 

from the Teacher’s Perspective: What, Why, When, and 

How?,” illustrates the use of SLs.

 The History

OSCEs originated in Dundee, Scotland, in the early 1970s. 

Ronald Harden (author of our Foreword) and his colleagues 

published the first article describing these multiple station 

exams [3]. Commonwealth connections and United Nations 

grants fostered the initial dissemination around the globe in 

the late 1970 and early 1980s. Hence, OSCEs arrived in the 

United States via Canada. It was Ian Hart from Ottawa who 

introduced OSCEs at an Association of American Medical 

Colleges (AAMC) conference. In 1985, Hart convened the 

first “Ottawa Conference” which assembled OSCE and assess-

ment novices and experts to advance the field. Since then, this 

meeting has taken place biennially all over the world and con-

tinues to maintain its original name. To better understand the 

social history of OSCEs, readers can consult Brian Hodges’ 

book, Objective Structured Clinical Examination: A Socio-

History (Second Edition), which explores how discourses of 

performance, psychometrics, and production have propelled 

the development of this educational method [4].

In September 1983, Emil Petrusa and his colleagues at the 

University of Texas Medical Branch (UTMB) in Galveston, 

TX, mounted the first OSCE in the United States for some 

140 internal medicine clerkship students. It consisted of 17 

station pairs for a total of 34 stations, each 4  minutes in 

length. The project was presented at the annual AAMC meet-

ing in the fall of 1984 [5]. Two years later, in the spring of 

1986, one of this book’s co-editors (Kachur, then at Albert 

Einstein College of Medicine) organized the first OSCE in 

the New York City area. Other early adopters in the United 

States included Southern Illinois University (SIU) and the 

University of Massachusetts (UMass).

In the 1990s, The Macy Foundation funded a national 

consortium of 6 regional consortia that comprised a total of 

28 US medical schools, in an effort to promote performance- 

based testing [6]. Macy also funded a three institution com-

munication skills curriculum that was evaluated with OSCEs 

[7]. All advanced the field in areas such as case and rating 

form development, scoring practices, exam impact on the 

curriculum, SP performance quality control, and SP versus 

faculty observer ratings.

Also in the 1990s, the Educational Commission for 

Foreign Medical Graduates (ECFMG) developed a growing 

interest in performance-based assessment to assure adequate 

clinical competence and English proficiency of international 

medical graduates (IMGs). This led to extensive pilot testing 

that further expanded the field (e.g., [8]). By 1998, the 

ECFMG had created a secure assessment center in 

Philadelphia, PA, and fully implemented its Clinical Skills 

Assessment (CSA) as a requirement for all IMGs who 

wanted to take up postgraduate training in the United States. 

Similar initiatives were developed in other countries even 

earlier. For example, in 1975 the United Kingdom General 

Medical Council (GMC) had already introduced the 

Professional and Linguistic Assessment Board (PLAB) to 

evaluate foreign medical graduates who planned to continue 

training in the United Kingdom as well.

In 2004, 6 years after the implementation of the CSA, the 

National Board of Medical Examiners (NBME) followed 

suit and opened five testing centers around the country to 

incorporate OSCEs in the US Medical Licensing Exam 

(USMLE). Until the COVID-19 pandemic shutdown, all US 

medical graduates and all IMGs were mandated to complete 

the USMLE Step 2 Clinical Skills (Step 2 CS) exam. Between 

2004 and 2020, the Board of Osteopathic Medical Examiners 

(NBOME) administered a similar assessment, the 

Comprehensive Osteopathic Medical Licensing Examination 

Level 2—Performance Evaluation (COMLEX-USA Level 

2-PE). Initially, both exams were halted because of the pan-

demic, but then the decision was made to discontinue them 

altogether. The Medical Council of Canada Qualifying 

Examination Part II (MCCQE Part II) that was started in 

1992 was also stopped with the onset of COVID-19. The 

implications of these major changes resulted in much debate 

(see Baker [9], Katsufrakis and Chaudhry [10], and Touchie 

and Pugh [11], among others). Other countries such as 

Australia and the United Kingdom continued or expanded 

the practice of a national performance-based licensing exam. 

For example, in 2024, the PLAB test will be renamed the 

Clinical and Professional Skills Assessment (CPSA) and will 

be a requirement for all UK graduates.

The history of SPs actually started a decade before the 

advent of OSCEs. In 1963, Howard Barrows, then at the 

University of Southern California in Los Angeles, hired a 

healthy woman to simulate the case of a paraplegic patient 

with multiple sclerosis for his neurology clerkship students. 

This was the introduction of SPs into medical education [2]. 

Beginning in the early 1970s, Paula Stillman, then at the 

University of Arizona, used simulated mothers for teaching 

interviewing skills. She also created the Arizona Clinical 

Interview Rating Scale (ACIR) [12], which is still used in 

some OSCEs today. Barrows and Stillman can be considered 

the originators of a worldwide movement to use SPs in health 

professions education.

1 Introduction: OSCEs: Past, Present, and Future
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In 1992, the AAMC organized a national consensus con-

ference on SPs [13]. The Association of Standardized Patient 

Educators (ASPE) was formed in 2001, creating an interna-

tional network of professionals devoted to SP work and 

research. Annual conferences, an active listserv, and an 

extensive website (www.aspeducators.org) offer the oppor-

tunity to exchange resources (e.g., cases, SP contact infor-

mation, references, moulage techniques to simulate physical 

symptoms) and to develop Standards of Best Practice guide-

lines [14], which have been translated into many languages 

and are currently undergoing a major update with the help of 

a Delphi study. Simultaneously, ASPE also created best prac-

tice recommendations for Gynecology Teaching Associates 

(GTAs) and Male Urogenital Teaching Associates (MUTAs). 

These are trained individuals (often working in pairs) who 

teach or assess sensitive physical exams by using their own 

bodies. They are particularly useful in OSCE stations that 

feature content such as breast exams or prostate exams.

 Current Use

SPs and OSCEs play an increasingly important role within 

contemporary education across all disciplines and across the 

continuum of training, from admission decisions (often 

referred to as Multiple Mini-Interviews (MMIs; [15]) to pro-

motion decisions. Accrediting bodies have embraced them as 

important tools for training and assessment (e.g., Holmboe 

and Iobst [16]). The implementation of performance-based 

licensing exams spurred major growth in OSCEs and simula-

tion centers at medical schools in order to prepare their train-

ees for this type of assessment. Now that an infrastructure 

has been built, some licensing boards are trying to pass the 

responsibility for readiness-to-practice tests back to the indi-

vidual institutions. Ensuring standardization in such diverse 

settings is still under debate.

As Table 1.1 illustrates, how each individual OSCE sta-

tion can address multiple content areas. Mapping them 

against the ACGME Core Competencies (2001) [17] and/or 

the Royal College of Physicians and Surgeons of Canada 

CanMEDs (2015 Update) [18], both  internationally  used 

frameworks, can ascertain how targeted or comprehensive an 

OSCE will be.

Over time, OSCEs have grown to address many topics, 

including complex communication, physical exam, and pro-

cedural skills such as cultural competence [19–21], genetics 

[22], gastroenterology [23], substance abuse [24], teaching 

skills [25], transgender care [26], explicit bias [27], and 

more. Chapter 8, provides a 20-year history of OSCEs at 

New York University Grossman School of Medicine. It illus-

trates the richness of OSCE contributions throughout the 

continuum of medical education, the potential for scholar-

Table 1.1 Potential coverage of international competency standards through sample OSCE stations

Scenarios Accreditation Council for Graduate Medical Education standards (ACGME, 2001)

Patient care Interpersonal and 

communication 

skills

Professionalism Medical 

knowledge

Practice-based 

learning and 

improvement

Systems-based 

practice

Royal College of Physicians and Surgeons of Canada standards (CanMEDS, 2015)

Medical 

expert, health 

advocate

Communicator Professional Scholar Leader Collaborator

Initial work-up of patient 

with undifferentiated 

problem (e.g., fatigue, 

cough)

X X X X X

Prevention counseling (e.g., 

smoking cessation, 

immunization)

X X X X X

Discuss management of 

chronic disease with patient

X X X X X

Telehealth follow-up of lab 

results (e.g., cholesterol test, 

PPD)

X X X X X

Chart review (e.g., discuss 

chart note indicating medical 

error with colleague)

X X X X X

Precept a medical trainee 

(e.g., physical diagnosis, 

patient management)

X X X X X

Perform an online literature 

search, and discuss findings 

with a patient

X X X X X

Adapted from Kachur (2007) [31].

S. Zabar et al.
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ship opportunities, and the capacity for enormous creativity. 

Similarly, Harden et al. [28] used case studies to illustrate the 

proliferation of OSCE applications worldwide. Chapter 10, 

illustrates how immersive simulation can be used to prepare 

learners as they transition from undergraduate medical edu-

cation to graduate education and enter new health systems. 

Chapter 12, can help build or expand the capacity of your 

own SP program.

 Future Developments

Worldwide, there are efforts underway to transform time- 

based education (i.e., requiring a certain length of training in 

terms of months or years) into competency-based education 

(i.e., requiring the demonstration of specific competencies as 

requirement for promotion). Since OSCEs are well suited to 

address many competencies, they are likely to become an 

even more prominent teaching and assessment tools in the 

future.

Initially, OSCEs were all in person, with the exception of 

a few “telephone stations.” However, COVID-19 proved that 

it was also possible to run assessments online. While this 

format has some limitations, especially regarding physical 

exams, it has become quite clear that virtual OSCEs can also 

offer excellent opportunities to assess and teach clinical 

skills. Considering the embrace of telehealth, it will be criti-

cal for learners to gain and demonstrate proficiency in the 

virtual clinical modality. Chapter 9, provides more details on 

how to utilize OSCEs for such types of training. Considering 

that the coexistence of in-person and online encounters also 

provides organizational flexibilities (e.g., recruitment of SPs 

of racial or ethnic backgrounds that are not well represented 

in one’s own community), hybrid-type OSCEs are likely to 

be the future.

We can predict that further technological advances will 

also influence OSCE work. Artificial intelligence will be 

able to help us write and validate OSCE stations, create eval-

uation forms, analyze videotape performance and post- 

encounter chart notes, produce teaching points and resources 

to strengthen OSCE-based teaching, and assist with record 

keeping and administrative tasks [29]. Advancements in 

high-fidelity simulators, task trainers, and virtual patients 

will further advance the field and provide hybrid options 

such as a combination of SP and mannequin.

The increase in interprofessional education is likely to 

produce more team-related OSCE stations whether they 

include learners from other professions or standardized 

 participants. Concerns about professionalism and cultural 

competence will expand such content areas and create sta-

tions or entire OSCEs on related topics.

Intra- and interinstitutional efforts will stimulate more 

research and exponentially enhance our understanding of 

this assessment and teaching tool. Professional meetings like 

the Ottawa Conference, ASPE, and the International Meeting 

for Simulation in Healthcare will continue to provide a forum 

to exchange ideas and enhance OSCE methodologies.

 How to Use This Book

Chapter 2 provides a detailed, ten-step approach to the pro-

cess of OSCE design and implementation. Each step con-

cludes with a list of best practices or guidelines. Table 1.2 

compares some of the steps and best practice recommenda-

tions with those developed by ASPE [14].

Chapters 3 and 4 are devoted to the expansion of 

performance- based assessment as an educational methodol-

ogy. Good OSCE data predictably identifies and indicates 

strategies for helping learners in need of remediation, as sur-

veyed in Chap. 3. Looking beyond the training context, 

Chap. 4 explores how demands for more “in vivo” assess-

ment can be met through the use and implementation of 

incognito or unannounced SPs (USPs) in clinical settings, 

while announced standardized patients (ASP) can enable 

workplace-based learning. Chapter 5, focuses on post-OSCE 

note assessment and clinical reasoning competencies such as 

information organization and synthesis and differential diag-

nosis and management plan. Chapters 6 and 7 highlight how 

to display data for learners and educational leadership and 

build, facilitate and expand scholarship at your own institu-

tion. OSCE are creative and team educational events. Chapter 

8, showcases the full potential of performance-based assess-

ment to address curricular and assessment needs. Chapter 9, 

examines the best practices for teaching and assessing tele-

health skills in the post COVID-19 era. Chapter 10, focuses 

on the use of immersive simulations to prepare near gradu-

ates for their professional transitions. Chapter 11, reviews 

how to create teaching experiences/exams to strengthen 

clinical teaching environments. Chapter 12, describes how to 

create a sustainable and high-quality Standardized Patient 

Program at your own institution to support all your 

performance- based assessment activities. The Appendices at 

the back of this book contain blank versions of the forms and 

worksheets included in the main text, a sample OSCE and 

OSTE case and checklists, and resource suggestions.

Many institutions have developed sophisticated clinical 

skills centers. However, this is not essential for continuing to 

develop valuable learning opportunities and important meth-

ods for testing clinical skills. For many years, we produced 

OSCEs in empty classrooms or walk-in clinics on weekends, 

using carefully designed clinical scenarios and well-trained 

SPs. No matter how small or large your group of learners, 

this book can help you develop and expand your teaching 

and assessment armamentarium. While OSCEs are resource- 

intensive endeavors and require inspirational leadership to 

1 Introduction: OSCEs: Past, Present, and Future
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Table 1.2 Cross-validation of the Chap. 2 steps and best practice rec-

ommendations with the Association for SP Educators Standards of Best 

Practice 1.0

Organizing OSCEs (and other SP 

exercises) in ten steps

ASPE Standards of Best 

Practice (SOBP)

[14]

Step 1: Identify available 

resources

Step 2: Agree on format and 

timelines

Step 3: Blueprinting

Domain 2. Case 

development

• Build a team with a variety of 

skills

2.1.2 Identify and engage 

relevant subject matter 

experts to assist in the 

creation of materials

• Delineate core competencies

• Align OSCE skills and content 

assessed with current or new 

curricula

• Establish performance criteria for 

each level of training

2.1.1 Ensure that cases align 

with measurable learning 

objectives

Step 4: Case development

• Choose scenarios that are both 

common and challenging 

presentations for your learners

• Build specific goals and 

challenges into each scenario

2.2.1 Clear goals and 

objectives that can be 

assessed

2.2.2 Goals and objectives 

that specify the intended level 

of learners

• Ensure that cases represent the 

patient population in your clinical 

environment

2.1.3 Ensure that cases are 

based on authentic problems, 

and respect the individuals 

represented in a case to avoid 

bias or stereotyping 

marginalized populations

Step 5: OSCE rating forms

• Develop rating items based on the 

blueprint, and ensure that a 

sufficient number of items are 

included to reliably assess 

competence within the targeted 

domains

• Consider using both behavior- 

specific items and global rating 

items in OSCE rating forms to 

enhance objectivity in representing 

what happened during the 

encounter and provide learners 

with specific and more holistic 

feedback

2.2.9 Include: Evaluation 

instruments and performance 

measures (e.g., checklists and 

rating scales, participant, and 

facilitator evaluations)

Step 6: SP recruitment and 

training

Domain 3. SP training

• Explore the psychological and 

physiological impact a case has on 

the SP to avoid toxic side effects

3.2.2 Engage SPs in 

discussion and practice of 

role portrayal features

3.2.3 Provide SPs with 

strategies to deal with 

unanticipated learner 

questions and behaviors

Organizing OSCEs (and other SP 

exercises) in ten steps

ASPE Standards of Best 

Practice (SOBP)

[14]

• Practice all aspects of the 

encounter, and do not leave SP 

performance to chance

3.2.5 Ensure SP readiness for 

the simulation activity 

through repeated practice and 

targeted feedback

Step 7: Evaluator recruitment and training for rating and 

feedback tasks

• Bring multiple evaluators together 

to jointly observe a learner’s 

performance on tape or live, 

compare ratings, and discuss 

similarities and discrepancies. 

• Practice giving feedback

• Make raters aware of potential 

biases and rating mistakes

3.4.6 In formative 

assessment, ensure consistent 

and accurate completion of 

an assessment instrument 

within individual SPs and 

among groups of SPs 

performing the same task

Step 8: Implement the OSCE: Managing the session

Step 9: Manage, analyze, and report data

Step 10: Develop a case library and institutionalize OSCEs

OSCE Force

 

Behind every healthcare hero

there’s an invisible army of educators

creatively orchestrating

the conditions for learning,

managing the many moving parts,

developing, adapting, implementing,

challenging their own conditioning,

staying open to new ideas,

anticipating the future, and 

passionately living their calling 

as they protect and progress

the professions that heal.

Fig. 1.3 The Good Listening Project sponsored by the AAMC. Listener 

Poet Jenny Hegland interviewed E Kachur on May 6, 2021, which 

resulted in the OSCE Force poem [30]

guide meticulous planning, preparation, implementation, 

and evaluation, the benefits to all involved make the invest-

ment well leveraged.

The process and implementation of a successful OSCE 

can result in a powerful synergy capable of invigorating edu-

cational programs. The event itself brings together faculty, 

learners, and staff to put their efforts toward a common goal. 

OSCEs produce meaningful experiences and useful data. 

Despite the enormous work involved, most people leave the 

event recognizing the value and feeling enriched. The poem 

in Fig. 1.3 illustrates the passion that can drive such endeav-

ors [30].

S. Zabar et al.
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2Organizing OSCEs (and Other SP 
Exercises) in Ten Steps

Elizabeth Kachur, Sondra Zabar, Kathleen Hanley, 

Adina Kalet, and Colleen Gillespie

 Step 1: Identify Available Resources

 Assemble a Team

As with most other educational programs, OSCEs and other 

SP projects can be a major undertaking. While it is necessary 

to have strong leaders who believe in the benefits of such 

comprehensive assessment programs, many other individu-

als are needed for adequate planning, preparation, and imple-

mentation. Table 2.1 details the different roles that OSCEs 

typically require. Some people may be able to hold multiple 

roles (e.g., SP and rater) and some roles may be shared 

among several individuals (e.g., co-leadership). Some OSCE 

workers will be involved only in the implementation phase of 

the OSCE (e.g., raters). However, there will be a need for a 

“core team” (e.g., OSCE committee) that is responsible for 

planning and development in advance of the OSCE dates. 

Regularly scheduled meetings can help the committee 

become more established and help maintain the initial enthu-

siasm to participate in such a challenging, yet exciting under-

taking. After the OSCE is completed, this group can work on 

data analysis and interpretation. Serious consideration 

should be given to sharing program experiences and scholar-

ship at regional and national conferences and contributing to 

the OSCE literature. This will be of value for the OSCE com-

mittee members.

For those involved in the actual OSCE implementation, 

the most basic job requirements are availability, interest in 

the project and stamina. Two additional characteristics of 

great importance are precision and flexibility. Since OSCEs 

strive for standardization, it is necessary for all involved to 

be committed to keeping factors such as timing or case por-

trayal as consistent as possible. On the other hand, when 

dealing with large-scale events that involve so many people 

simultaneously, irregularities are likely to occur (e.g., a 

learner enters the wrong station, a rater arrives late). Thus, 

being flexible and willing to adapt is equally important.

It will not always be possible to find all the necessary 

players within your immediate work area. Thus, one should 

consider looking outside one’s division and forging alliances 

across departments and levels of training (i.e., undergradu-

ate, graduate, and continuing health professions education). 

Much of what is required for a successful OSCE is indepen-

dent of specialty or profession.

 Identify Location

By now, most institutions have created simulation centers, 

which are built for the explicit purpose of housing simulation 

events. These facilities usually include areas which are spe-

cifically designed for OSCEs by providing a series of exam 

rooms not much different from typical clinic settings. 

Usually, they are outfitted with one-way mirrors and/or video 

recording system that are operated from a control room. 

Some sim centers also include computers for learner’s 

instructions and post-encounter exercises. Increasingly more 

often, SPs complete rating forms online using computers, 

iPads, or mobile phones, which adds further technologies.

COVID-19 forced many OSCEs to go virtual or else be 

eliminated altogether due to infection control concerns. As 

challenging as this transition may have been initially, it did 

turn out to be a silver lining of the pandemic. Over time, we 
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Table 2.1 OSCE staffing needs (roles needed to run a smooth assessment program)

Roles Key Characteristics # Needed

Leader •  Strong motivation to develop and implement project
•  Well connected to procure resources, including access to institutional or local clinical 

skills testing facilities
•  Involved in curriculum decision-making
•  Able to communicate well, can negotiate and create a team spirit

0ne or more

Planner •  Understands logistics of implementing OSCEs
•  Is familiar with local conditions
•  Can entertain multiple options for solving problems

One or more

Administrator •  Can implement OSCE- related tasks (e.g., scheduling, SP recruitment, photocopying of 
station materials, online survey development, data entry)

•  Able to communicate well and create a team spirit
•  Good at troubleshooting and problem solving

One or more (depending on 
scope)

Station 
developer

•  Has relevant clinical or content experience
•  Is familiar with performance standards
•  Accepts editing

One or more (depending on 
scope)

Trainer •  Understands SP and rater roles as well as case requirements
•  Has teaching skills (e.g., provides constructive feedback) and can manage the 

psychosocial impact of case portrayals
•  Able to communicate well and create a team spirit

One or more (depending on 
scope)

SPs •  Committed to standardization of their case portrayal (i.e., not expressing their personal 
creativity)

•  Comfortable enacting their particular case scenarios (i.e., not getting emotionally 
over-involved)

•  Interested in taking on “educational” responsibilities

At least one per station, 
consider cross-trained 
alternates

Rater •  Clear about OSCE goals and performance standards
•  Committed to fair performance assessments (e.g., understands personal rater style and 

biases)
•  Effective feedback provider (if learners receive post-encounter feedback)

At least one per station, 
consider cross-covering 
alternates

Timer •  Committed to maintaining the OSCE schedule
•  Able to focus despite periods of inactivity (e.g., when learners are in their stations) and 

distracters (e.g., SPs/faculty on breaks)

At least one

Monitor •  Able to direct rotation flow
•  Can troubleshoot and problem solve (e.g., faculty missing in station, lack of rating 

forms, video equipment problems)

At least one (may not be 
needed if institution has a 
dedicated clinical skills 
center)

Audio-visual 
technician

•  Expert in using audio and video equipment (e.g., setup, recording, archiving)
•  Able to manage online program functionalities (e.g., breakout rooms, announcements)
•  Can troubleshoot technical problems (e.g., Wi-Fi or equipment issues)

At least one (may not be 
needed if institution has a 
dedicated clinical skills 
center)

Data manager •  Can enter performance data (e.g., coding, missing data management)
•  Understands OSCE process
•  Committed to accuracy

At least one

Data analyst •  Understands OSCE process
•  Has psychometric skills
•  Understands end-users of results (e.g., learners, program)

At least one

Program 
evaluator

•  Understands OSCE process
•  Is familiar with evaluation models (e.g., pre/post testing)
•  Can develop and analyze program evaluations (e.g., surveys, focus groups)

At least one

learned to create OSCEs that are implemented via telecon-

ferencing systems, and our OSCE site options expanded 

exponentially. In addition to an all-virtual event, there is also 

the possibility to create hybrid or blended OSCEs. In the lat-

ter, some stations occur online (e.g., a telemedicine encoun-

ter, see Chap. 9) or some participants in all stations are 

participating virtually (e.g., SPs). Of course, this adds tech-

nical personnel and equipment as well as a stable internet 

connection to the list of essential resources.

When planning an OSCE, most organizers will aim for an 

environment that closely resembles real clinical settings. 

Ambulatory care settings are the ideal alternative space for 

OSCE stations, and one can schedule them during weekends 

or other times when the clinic is closed. A close coordination 

with clinic administrators and personnel before, during, and 

after the event will be critical. But, while authenticity is 

important, availability is essential. To facilitate the demon-

stration of true competencies and/or enhance transfer from 

E. Kachur et al.



11

the simulation to the real-life setting, matching the environ-

ment to the tasks in focus is not all that is needed.

Organizations such as the Society for Simulation in 

Healthcare (SSH) [1] and the Association for SP Educators 

(ASPE) [2] have a myriad of rich resources such as confer-

ences, webinars, and listservs, to provide information about 

physical setups, online platforms, videotaping, and data 

management companies. Regardless of how up-to-date and 

luxurious the available setups may be, there is a lot more 

needed to create successful learning and assessment environ-

ments. With enthusiasm for the program, creativity, and 

commitment to provide a quality experience for all involved, 

even an empty seminar hall or classroom can result in a via-

ble and effective educational program.

 Identify Sources of Funding and Support

There are many venues to explore for funding SP activities 

and pilot programs. Begin by investigating your own insti-

tution’s medical education resources at the level of the 

dean’s office, department, and division. In addition, some 

SP programs have been funded by local medical societies, 

foundations (e.g., through grants for improving doctor-

patient communication and safety), and philanthropic 

sources.

 Best Practices: Assembling a Team

 1. Build a diverse team which is enthusiastic about OSCEs.

 2. Assure that the team members have the needed skill sets 

or are willing to acquire them.

 3. Schedule regular meetings to build group identity.

 4. Create a common repository (i.e., shared drive, secure 

website) for meeting minutes, materials, and protocols.

 5. Look broadly for suitable sites (physical or virtual spaces) 

and consider hybrid OSCE formats.

 6. Explore potential funding sources.

 Step 2: Agree on Formats and Timeline

Once the decision is made to organize an OSCE, further 

details need to be worked out. A worksheet such as that 

shown in Table 2.2 (also included in blank form as Appendix 

A at the back of this book) can assist with this task. It is often 

necessary to balance educational opportunities with avail-

able resources and strategic considerations.

From the start, it has to be clear whether the OSCE is meant 

to be formative or summative. Formative OSCEs are teaching 

exercises where the focus is on experiential learning that is 

enhanced by feedback and debriefing. Summative OSCEs are 

meant to support admission or promotion decisions, such as 

Table 2.2 Example worksheet for making initial OSCE plans

OSCE project name Annual General Internal Medicine Residency OSCE

OSCE goals Assessment of general clinical competencies

Number and type of trainees 20 PGY1-3s

Number and type of stations 10 stations = 8 independent stations with SP encounters; 2 rest stations

Number of SPs needed 11 SPs = 9 primary SPs, 2 back-up SPs

Number of faculty needed 9 faculty = 1 faculty to lead prebrief/debrief, 8 faculty observers

Potential timing All residents on 1 day (two 3.5-hour sessions)

Potential space Simulation center/Outpatient department with no patient care sessions

Approximate budget $4500 (SPs, food)

Potential funding sources $3000 Residency budget

$1500 Institutional grant

Instructional strategies Group pre-brief/orientation; individual immediate post-station feedback from 

faculty observers and SPs, group post-OSCE debrief; individual resident and 

aggregate education leadership reports

2 Organizing OSCEs (and Other SP Exercises) in Ten Steps
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passing a course or being ready for the next phase of training 

or graduation. In reality, the division between these two types 

is not always clear cut. Many programs use formative OSCE 

data in performance reviews (e.g., competency committees) to 

determine remediation needs. Thus, it is more a continuum 

rather than two discrete entities.

The OSCE format also needs to be determined early on: 

will it be implemented in-person, online, or hybrid? There are 

benefits and drawbacks to all modalities as outlined in 

Table 2.3. Many programs have already acquired much experi-

ence with in-person OSCEs, but due to COVID-19, there has 

been a sharp rise in online OSCEs. With increasing familiarity 

in both formats and the definite change in medical practice 

patterns, hybrid OSCEs are likely to dominate in the future.

Table 2.4 provides a list of core OSCE budget items, filled 

in for the same example 8-station General Internal Medicine 

Residency OSCE introduced in Chap. 1 Fig. 1.2. SP training 

time accounts for case portrayal and checklist rater training 

and includes 2 extra SPs for back-up; cost per learner is cal-

culated for 20 residents. A blank version of this budget form 

is also included as Appendix B to assist readers in  making 

cost and resource projections. With most projects, funding 

will be of concern. However, there are various ways to man-

age with fewer resources. For example, by adding 2 rest sta-

tions to an 8-case OSCE, it is possible to include all 20 

residents in just two 10-station OSCE runs, thus saving an 

entire additional OSCE day. Other saving strategies include 

using staff as SPs (though not ideal) or delegating assess-

ment and feedback responsibilities to trained SPs to reduce 

faculty participation needs [3–5].

Generally, one is wise to start small, and then expand to 

more complex and ambitious training or assessment pro-

grams. By beginning with a pilot project, one can develop 

local expertise and generate enthusiasm among learners and 

teachers. Formative assessments that focus on learning will 

require fewer resources and demand less stringency regard-

ing case portrayal and rating accuracy than high-stakes 

exams. They are likely to be less stressful for all involved, 

and thus have a better chance to convert skeptics.

Table 2.5 shows a worksheet used in planning for our 

example General Internal Medicine Residency OSCE to 

assign tasks and prepare a project timeline (a blank copy of 

this worksheet is also included as Appendix C). Typically, 

one needs to start work 3–4  months before the event. 

However, with the help of individuals who already have 

Table 2.3 Benefits and drawbacks of OSCE formats: in-person, hybrid, and online

In-Person Hybrid Online

OSCE
Design

All stations are onsite, all learners, SPs, 
and faculty participate in-person

•  Some stations or some participants 
attend in-person, others are online 
(e.g., telemedicine OSCE station, 
telephone consultation)

•  All stations, learners, SPs, and 
faculty participate online (e.g., via a 
teleconferencing platform)

Opportunities •  Well-established format, individuals with 
extensive experience are easier to find

•  Facilitates inclusion of physical exams, 
procedures, task trainers, and 
high- fidelity mannequins

•  Physical setting resembles frequent 
work environments (e.g., clinic exam 
room) which enhances validity of the 
assessment and transfer of newly 
acquired skills

•  Rating forms and program evaluations 
can be collected onsite or checked 
immediately online before everyone 
leaves allowing for more data 
collection control

•  Physical proximity facilitates control 
of all participants and allows for easy 
interventions if problems occur

•  Reduces the need for dedicated 
physical space

•  Flexibility with SP recruitment (e.g., 
better chance to find SPs with the 
“right” fit)

•  Facilitates last-minute SP 
substitutions

•  Easier to schedule training 
(in-person and online OSCE can 
train virtually)

•  Learners and faculty at remote 
locations do not need to travel to the 
OSCE site which increases 
efficiency and decreases costs

•  Approximates future hybrid practice 
patterns

•  Allows for telemedicine-type 
encounters

•  Optimal flexibility for creating a mix 
of stations to meet curriculum needs

•  No need for physical space 
allocations (e.g., independent of 
Simulation Center availability) which 
provides more scheduling flexibility

•  Possible prior experience with 
format during COVID-19 pandemic

•  Can teach/assess competencies 
during telemedicine encounters

•  Easier to recruit SPs
•  Training can be done online for all 

cases and may be easier to schedule
•  Learners, SPs, and faculty save time 

since they do not have to travel to 
the OSCE site

•  Potential cost savings (e.g., no need 
for refreshments, no travel or 
parking costs)

•  Online platforms (e.g., Zoom) 
provide video recording options

Challenges •  Need for appropriate physical space
•  Need for SPs who are willing and able 

to work onsite
•  Does not account for changes in 

practice patterns (e.g., telemedicine)
•  May require additional expenditures 

(e.g., refreshments, parking tickets)

•  Requires physical and online setup 
(e.g., stable internet connection and 
backchannel)

•  Unless additional staff is available, 
more need for multi-tasking (e.g., to 
coordinate timing, announcements, 
and support for both formats)

•  Requires strategies to collect 
evaluation data in both modalities

•  Requires stable internet connection
•  Requires a reliable communication 

backchannel for coordination
•  Timing and announcements can be 

more difficult
•  Rating forms may require separate 

monitors/devices or paper forms that 
are transcribed afterward

E. Kachur et al.
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Table 2.4 Example OSCE budget

Budget items to consider Amount needed In kind Cost/learner

Space (SIM center or true clinical space)
1 room per station, SP/faculty and learner meeting 
areas

SIM center facility fees are 
waived for GME

SPs—training and OSCE Performance
Check for local rates, costs vary depending on 
location and simulation task. Factor early arrival and 
debriefing/deroling time into payment

$28/hour x 11 SPs x 12 hours (4 
hours training + two 4-hour 
OSCE sessions) = $3,696

~$185

Faculty observers (feedback and prebrief/debrief) Donated

Medical supplies
Does not need to be sterile, but should be authentic

Donated

Office supplies
Printing paper evaluation forms, pens

Donated

Refreshments for learners, SPs, and faculty $120

Recording equipment Provided by SIM center

Data entry and report assembly (individual learner 
data and aggregate program data)
May be performed via LMSa or staff

Part of SIM Center’s LMSa

Data analysis
Faculty/staff with statistical analysis capabilities are 
vital for scholarship and longitudinal tracking

$30/hour x 20 hours = $600 $30

Total =$4,416 =$215

aLearning Management System

Fig. 2.1 Adjusting case difficulty

2 Organizing OSCEs (and Other SP Exercises) in Ten Steps
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Table 2.5 Example worksheet for assigning OSCE responsibilities and creating timelines

OSCE Project Name: Annual General Internal Medicine OSCE Date: March 19

Tasks
Individuals 
involved Deadlines

Initial planning

3–4 months before the 
OSCE

Decide on format (e.g., time frame, modality, number of stations) Nov 24th

Create a blueprint (identify competencies to be assessed) Nov 24th

Identify appropriate OSCE location (stations and assembly rooms) or online 
platform

Dec 17th

Recruit staff (for administrative tasks, monitoring, time keeping) Dec 17th

Communicate with learners (provide dates/times, explain format and 
procedure)

Dec 17th

Clarify and negotiate budget (e.g., SP costs, refreshments) Dec 17th

Consider videotaping and arrange for set-up Dec 17th

Decide on what stations to maintain from previous OSCEs/develop new/
import from station banks

Jan 1st

Decide on SP/rate recruitment and schedule Jan 7th

Station/material preparations

1 week – 3 months 
before the OSCE

Determine SP payment process Dec 17th

Make room arrangements and/or determine online platforms Dec 17th

Recruit faculty for pre-brief, debrief and observation Jan 14th

Prepare station materials (i.e., develop new ones, adapt old ones if appropriate) Jan 31st

Recruit SPs Feb 18th

Prepare faculty (e.g., circulate station/format information, feedback training) Feb 18th

Prepare props (e.g., fake pill bottles, charts) March 4th

Train SPs March 11th

General on-site and/or online preparations

1–2 weeks before the 
OSCE

Order supplies (e.g., paper, folders) March 4th

Assign SPs, faculty and learners (create assignment sheets) March 4th

Develop rotation schedules (i.e., matrix of learners, rotations and stations; if 
online, it will be useful to include pictures of learners to double check that the 
right person is in the right station)

March 4th

Prepare invoices and necessary paperwork for SP payment March 4th

Print station materials March 11th

Prepare name tags/labels for learners (assign numbers to learners) March 11th

Prepare signs (e.g., station numbers, arrows to signal flow) March 11th

Orient hall monitors and timekeepers March 18th

Practice walk-through March 18th

OSCE Administration

Day of the OSCE Prepare stations and assembly rooms (e.g., signs, station materials, 
refreshments) or set up breakout rooms on online platform (e.g., stations, SP, 
faculty and learner assembly rooms, orientation and debriefing rooms)

March 19th

Assign substitutes (if necessary) March 19th

Orient faculty, SPs, and other personnel (in-person and/or online) March 19th

Position faculty, SP, hall monitors, timekeepers (in-person and/or online) March 19th

Orient learners (in-person and/or online) March 19th

Guide learners to individual starting stations March 19th

Time stations and make announcements (start, feedback, station changes, end 
of OSCE)

March 19th

Manage emergencies (e.g., equipment/Wi-Fi breakdown) March 19th

Assure smooth changeovers of SPs, faculty, learners (in-person and/or online) March 19th

Assemble learners for the OSCE group debriefing (include faculty if possible) March 19th

Assemble SPs for debriefing and de-roling March 19th

Collect and count all forms (check completions if submitted online) March 19th

Clean up stations and assembly rooms March 19th

(continued)
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Table 2.5 (continued)

OSCE Project Name: Annual General Internal Medicine OSCE Date: March 19

Tasks
Individuals 
involved Deadlines

Post-OSCE Tasks

Days to weeks after 
OSCE

Debrief with organizers (if possible, include timekeepers, SP trainers and 
others involved in the administration)

March 19th or 

later

Sort out forms (in-person and/or online) March 21st

Ensure timely SP payment March 25th

Enter data and evaluation results if not completed through an electronic 
Learning Management System

March 25th

Analyze data April 8th

Report evaluation data (e.g., report cards) April 19th

Report on experience internally and externally (e.g., presentations, articles) Sept 19th

expertise in this area and the availability of OSCE case 

banks, shorter planning times may be possible.

 Best Practices: OSCE Planning

 1. Identify date and time of the OSCE (consider potential 

conflicts with holidays, conferences, and/or other pro-

grammatic events).

 2. Determine the OSCE format (i.e., In-person, Hybrid, 

Online).

 3. Secure participants’ availability.

 4. Identify potential physical location and/or online plat-

form to be used.

 5. Start early to identify potential SPs and faculty needs.

 6. Make a timeline working backward from the OSCE date.

 7. Make a budget at the outset of the project.

 Step 3: Identify Potential Stations 
and Establish a Blueprint

A key element for designing an OSCE is the development of 

a blueprint. This is a matrix that connects a list of all poten-

tial or planned stations with the competencies that are to be 

assessed. Table 2.6 provides an example; a blank matrix is 

included as Appendix D. A blueprint ensures that individual 

competencies are examined multiple times and that each sta-

tion assesses multiple competencies. In doing so, one can 

verify the overall comprehensiveness of the exam or 

exercise.

By drafting a blueprint when brainstorming what type 

of cases to include, one can easily ascertain which content 

areas are overrepresented and what type of scenarios are 

still needed. Thus, one can arrive at a comprehensive for-

mative or summative assessment tool. Some stations may 

have to be created, others could be adapted from other pro-

grams (e.g., from MedEdPORTAL [6]), or they could be 

recycled from one’s own collection. A case bank like the 

one described in Step 10 (see Table 2.22) is a useful repos-

itory which organizes accumulating cases by content, SP 

characteristics, nature of encounter, and skills covered. A 

case library can also track station usage to facilitate com-

petency tracking over time/cohorts or to avoid overexpo-

sure of specific stations. By including literature reviews or 

curriculum surveys, one can illuminate the need and utility 

for using specific cases. Station-specific readings or other 

resources can help deepen post-OSCE debriefings and 

remediation efforts.

An organized approach to blueprinting strengthens an 

OSCE’s validity. Whether they are formative or summa-

tive, OSCEs should provide a good cross section of med-

ical encounters typically experienced by learners. 

Post-OSCE feedback from trainees (see Appendix K for 

a participant post-OSCE survey) should confirm that the 

stations assess issues they encounter in their current 

studies or that they are likely to face in their future 

practice.

Once a first draft of a blueprint is completed, organizers 

should ask themselves the questions listed in Table 2.7. The 

final sequence of stations is guided by several considerations, 

including variability of case gender and emotional tone (e.g., 

two “angry patient” stations should not be next to each other) 

as well as site or station limitations (e.g., only certain rooms 

have an external phone connection).

 Best Practices: Blueprinting

 1. Delineate core competencies/skills to be covered and 

assure that they are aligned with current or new 

curricula.

 2. Each competency should be assessed by multiple stations 

and each station should cover more than a single 

competency.

 3. Consider specific competencies (e.g., communication 

skills) to be tested in all stations.

 4. Ensure that the station characteristics (e.g., patient age, 

gender, race, prevalence of disease) reflect current or 

future actual clinical practice.

2 Organizing OSCEs (and Other SP Exercises) in Ten Steps
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Table 2.7 Important questions for blueprint development

□ Are cases representative of typical clinical practice?

□  Are cases representative of what has been taught in the course/
rotation?

□ Do the cases adequately cover all the competencies to be tested?

□  Are diagnostic and management challenges varied in a 
systematic fashion?

□  Is there a balance in terms of gender, either equally divided or 
resembling real-life practice?

□ Is there an appropriate mix of patient ages?

□ Is there an appropriate mix of racial and cultural backgrounds?

 Step 4: Develop Case Scenarios 
and Instructions

The blueprint leads to profiles for each of the stations which 

then can serve as starting points for case development (the 

case is the clinical, professionalism or teaching problem, 

which involves a specific set of tasks to be assessed or 

taught). Basing OSCE stations on real scenarios and chal-

lenges will add validity. However, after masking the iden-

tity of the persons involved, it may also be necessary to 

make adjustments for the training level, OSCE focus, or the 

time limitations imposed by the exercise. Figure 2.1 illus-

trates how one can modulate the difficulty level of commu-

nication tasks. By making stations more or less challenging, 

one can also increase or decrease the overall difficulty of 

the OSCE.

Our case development worksheet is included in Appendix 

E. Our outline follows a variety of clinical encounter frame-

works and is compatible with the 2017 ASPE Case 

Development Template [7]. The focus on a patient encounter 

can easily be adjusted to scenarios that involve family mem-

bers, learners, or other healthcare providers. See also 

Appendix F for a rating form development worksheet.

Educators should not feel obligated to start from scratch 

in developing their OSCE cases. Additional station and case 

development resources are included in Appendix P. We also 

recommend reaching out to other health professions schools; 

many programs will likely be willing to share their OSCE 

cases. Usually, some adjustments will be necessary to make 

the station relevant to one’s learners and local circumstances, 

but it definitely helps to get a quick start.

Station development is a process which does take vari-

ous iterations, following the principles of “emergent 

design.” Drafting, reviewing, editing, and piloting prior to 

implementation require time which needs to be incorpo-

rated in the overall plan. The ASPE Standards of Best 

Practice [8] also place much emphasis on the importance of 

co-creation. By incorporating the thoughts and experiences 

of many  stakeholders (e.g., content experts, SP educators, 

patients), one has the best chance to create an OSCE station 

that is feasible, of high fidelity and meaningful considering 

its purpose. Collaboration can involve interviews and focus 

groups with patients or other target groups (e.g., transgen-

der populations), roleplay with OSCE Committee members 

to identify key competencies to assess or address timing 

issues, and adjustments made during SP training to make 

sure that the prescribed wordings and emotional tones 

appear natural and can be standardized. For example, a sur-

prise crying spell during an encounter may not just be 

exhausting for the SP, but it will also leave physical traces 

on his/her face which will be visible to the next learner 

from the start. Consequently, the fidelity of the case will 

suffer.

Case materials for the SP and faculty need to be suffi-

ciently detailed to assure consistency. Yet, they must not be 

so voluminous that there are too many details to remember 

and to reproduce consistently. Regardless of preparation and 

training time, cognitive overload is never helpful. Table 2.8 

provides considerations specific to each component of the 

materials accompanying each station. In addition to written 

materials, one can also consider other pre-station strategies 

such as including a brief video or mannequin task that “sets 

the scene” in terms of content and emotional tone (e.g., pre-

vious observation of unprofessional behavior, an unsuccess-

ful procedure performed on a mannequin). Case materials 

for an example case, “Medical Error Disclosure,” including 

station overview, directions for the OSCE  participants, and 

detailed SP case portrayal instructions, can be found in 

Appendix G. Corresponding rating forms for both the SP and 

faculty observer are provided in Appendices H and I, 

respectively

Each OSCE form should be clearly marked with station 

number and title. Institutional origin, date stamps, and confi-

dentiality requests can be added in headers or footers. The 

title needs to be phrased in order not to give away the some-

times hidden, station-specific challenge (e.g., do not use 

“Secret Drinker”). Some OSCE organizers prefer to use the 

name of the person the learner will encounter in the station 

(e.g., the patient’s name).

In designing a scenario, one should also consider how to 

use the time immediately following the SP encounter. Post- 

encounter options for the learner include writing up a patient 

note, interpreting additional diagnostic information or pre-

senting the case, thus making this a “paired station.” 

Reflection and instant feedback after an encounter are espe-

cially important for formative OSCEs and typically appreci-

ated by learners [9]. Which option one selects will depend on 

one’s goal for the OSCE and the station, as well as pragmatic 

considerations such as timing.

If learners receive feedback after each encounter there are 

typically strict time limits. Thus, it is very important to pro-

vide clear guidelines for the observer, whether it is a faculty 

member or the SP. Table 2.9 provides a sample set of instruc-

2 Organizing OSCEs (and Other SP Exercises) in Ten Steps
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Table 2.8 Overview of station-specific materials (their purpose, content, and special considerations)

Forms Purpose Content Elements Considerations/Tips

Station overview To assist program organizers •  Date of development/1st use
•  Station Developers/Institutions
•  Learners—intended and 

potential (type, training level)
•  Station goals/objectives (what 

is the purpose of this station)
•  Competencies to be assessed
•  Logistics (personnel, station 

materials, room arrangements)

•  Be specific
•  Identify room requirements 

(e.g., telephone access)
•  Indicate updates/versions
•  Add station sources (e.g., 

MedEdPortal reference) if 
applicable

Learner 
instructions

To communicate the scenario and tasks to 
learners before they enter the station

•  Patient/encounter information 
(e.g., name, age, occupation)

•  Reason for visit/encounter
•  Learner role
•  Starting point for encounter 

(beginning, middle, end)
•  Situation (medical/

psychosocial information 
available, prior developments/
encounters)

•  Learner task(s)

•  Be brief and bullet information 
if possible (consider reading 
time)

•  Assure equal length with other 
stations

•  Timeline with arrows can help 
orient learner quickly

•  Adjust information to who 
learners will encounter (e.g., 
family member, healthcare 
provider)

•  Use language learners are 
familiar with (e.g., well-known 
abbreviations)

•  Consider brief videos to prime 
learners, quickly communicate 
complex content and emotions

•  Indicate if certain maneuvers are 
NOT to be performed (e.g., 
rectal exams)

Fact sheets (if 
applicable in 
selected stations 
or OSCEs)

To provide learners with information needed 
for managing the case if specific information is 
not familiar or if one tries to focus encounter 
on communication skills and wants to equalize 
the required medical knowledge

•  Case-specific guidelines for 
diagnosis and treatment

•  Case-specific screening tools 
(if they would be present in a 
clinical setting)

•  Administrative or legal factors 
relevant to the case

•  Community resources

•  Be brief (reading time is limited)
•  Organize material to be 

reviewed quickly
•  Use graphs where possible
•  Assure accuracy
•  Avoid controversy
•  Assure parity with other stations

SP instructions To prepare SPs for their case •  Scenario (what happened 
from the SP’s perspective, 
why is he/she here today, 
prior medical encounters)

•  Current life situation and past 
history (medical and 
psychosocial)

•  Personality and emotional 
tone (how to relate to the 
learner)

•  Cues to give to learners 
(verbal, non-verbal)

•  Timing (beginning, middle, 
end/after 2-minute warning)

•  Provide opportunity for SPs to 
personalize scenario within 
limits (e.g., name of spouse)

•  Supply an “opening line” and 
“required statements” to provide 
learners

•  Balance level of detail (i.e., not 
too little, and not too much)

•  Illustrate the emotional tone to 
be portrayed with sample 
statements

•  Clearly identify specific 
challenges learners should 
manage

(continued)
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Table 2.8 (continued)

Learner 
assessment 
checklist or rating 
form

To assess learner’s competencies/behaviors 
and capture the performance assessments

•  Paper or online format
•  Administrative information 

(e.g., learner IDs, date, 
station)

•  Dimensions on which to 
assess the learner (e.g., 
communication skills, case 
management)

•  General items (to be used 
across all stations) and 
station-specific items (tailored 
to the scenario)

•  Checklist or global rating 
items

•  Room for comments (e.g., 
areas of strengths, areas in 
need for improvement)

•  Make items evidence-based
•  Adjust items to fit the type of 

encounter (e.g., family member, 
healthcare provider)

•  Keep the number of items 
manageable for the allotted 
rating time and for the ability of 
average raters to focus on during 
the encounter

•  Watch out for double negatives
•  Pre-test for readability and 

ability to observe and rate
•  Include at least one summary 

rating for cross-validation
•  Consider using station objectives 

as global rating form items
•  Consider paper versus 

computerized formats. If using 
online surveys, have backup 
paper checklists in case of 
technological difficulties

Faculty 
instructions

To standardize faculty assessment and teaching •  Procedural steps for observing 
encounters (e.g., positioning to 
observe non-verbal behaviors, 
start/stop video recordings)

•  Procedural steps for providing 
feedback (e.g., start with 
learner’s self-assessment, 
invite SP to comment)

•  Teaching points (i.e., what 
messages to deliver to each 
learner if instant feedback is 
provided)

•  Keep it brief
•  Use bullets when possible
•  Assure that procedures are 

consistent at all stations
•  Match teaching points with 

station objectives

Post-encounter 
materials 
(optional)

To give learners the opportunity to reflect on/
synthesize the encounter, extend their clinical 
reasoning or receive feedback about the case 
or their performance

•  Patient note (with space for 
summarizing history, 
diagnosis and treatment plan)

•  Supplementary diagnostic test 
results (e.g., EKG, X-ray)

•  Instructions for reporting on 
the previous encounter

•  Self-reflection surveys

•  Be selective and pragmatic: e.g., 
weigh faculty availability for 
giving feedback vs. gathering 
further learner data

•  Consider computer- vs. 
paper- based options

Table 2.9 Sample framework for giving brief instant feedback during 
the OSCE

1. Start by asking the learner, “How did it go?”

2. Reflect back key points

3. Ask SP(s) for feedback (if SP is not the only person giving 
feedback)

4. Ask the learner what was done well
   Be prepared to discuss 1 item from the rating form
   Must be a specific behavior

5. Ask the learner what could be done differently
   Be prepared to discuss 1 item from the rating form
   Must be specific behavior

6. Feed-forward: “The next time you see a patient like this, what 
will you do?”

tions that could help structure a brief feedback session. It 

will also be important to add 2-4 station-specific teaching 

points to make sure that the teaching objectives for each sta-

tion can be covered routinely. See the feedback training pro-

tocol (Step 7, Table  2.16) below for some general 

considerations.

To assure the quality of each case, organizers should ask 

themselves the questions listed in Table 2.10.

 Best Practices: Case Development

 1. For summative OSCEs choose scenarios that are both 

common and challenging for your learners. If the case is 

too easy, it will be difficult to discriminate learners based 

on their performance.

 2. For formative OSCEs, select challenges learners are 

likely to face in the future (e.g., patient population, inter-

professional contexts) or those which are critical but not 

covered locally due to gaps in the curriculum (e.g., lack 

of specific patient populations).

 3. Build specific goals and challenges into each scenario. 

Also include social determinants of health and public 

health concerns.
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Table 2.10 Review questions important for case development or adaptation

□  Are the station goals clear? Do they provide precise information about what the station is supposed to teach or assess in terms of what 
learners need to know, be able to do and value?

□  Is the case appropriate for the learner? Consider profession, training level, course/rotation content

□  Can the required tasks be successfully completed given the rotation intervals? Given the allotted time (e.g., 10 minutes) would a 
skilled learner at the desired level be successful in demonstrating competence?

□  Are the learner instructions clear? Can someone quickly ascertain what the situation is and what needs to be done? Are the instructions 
uniform across cases in terms of format and length?

□  Are the SP instructions clear? Do they provide adequate background information for an SP to take on the role? Do they clearly indicate 
the key elements of the case, what is essential in terms of content, emotional tone, and timing?

□  Are the faculty instructions clear? Do they provide adequate guidelines on how the faculty should proceed? Do they include appropriate, 
station-specific teaching points if post-encounter feedback is involved?

□  Is it possible to simulate the physical and/or psychological signs and symptoms for the length of time allocated to each rotation? 
Can someone stay that depressed for 10 minutes? Will the case require multiple SPs because it is too stressful or too difficult to maintain a 
particular physical finding?

□  Do the case materials include elements that could result in stereotyping, creating, or perpetuating bias? While some cases may need 
to highlight certain features (e.g., body characteristics, behaviors, dress code), is the wording such to support not distract from the station 
objectives?

 4. Choose a meaningful post-encounter activity (i.e., feed-

back, supplementary exercise) if appropriate.

 5. Routinely check for stereotyping and the bias-promoting 

case materials.

 6. Make sure it is possible to complete tasks in the time 

allotted. A role-play with a skilled learner who is blind 

to the case is key for successful case development.

 7. For summative assessments organize a trial run with 

learners who will not participate in the OSCE (e.g., from 

a different training program) to validate and fine tune 

cases.

 Step 5: Create Rating Forms

The quality of a rating form is based on the degree to which 

it accurately captures the intended competencies or practices 

(validity). In order to be accurate, the rating form should first 

be consistent, that is, lead to the same results regardless of 

who the rater is (i.e., inter-rater reliability) or when the eval-

uation is performed by the same rater at different times (i.e., 

intra-rater reliability). Only once consistent can the validity 

of the assessment be determined. The keys to developing 

reliable and valid rating form items are a) identifying the 

specific knowledge, skills, and attitudes to be addressed, b) 

writing items that are unambiguous and easy to understand, 

and c) providing anchors or instructions that guide raters in 

their assessment. A blueprint (described in Step 3) specifies 

what skills and content the OSCE is designed to cover and 

how each station contributes towards this goal. Following the 

blueprint, rating forms need to include competencies that are 

assessed across all stations (e.g., communication skills), as 

well as content and skills specific to each station or subset of 

stations (e.g., patient education about medication).

The two main item formats are behaviorally anchored 

descriptions (e.g., Did the trainee perform a specific behav-

ior? No/Yes or Not Done/Partly Done/Well Done) and global 

ratings (e.g., How would you rate this trainee’s professional-

ism? Not at all professional/Somewhat professional/

Professional/Very professional, or Would you recommend 

this trainee? Not Recommend/Recommend with 

Reservations/Recommend/Recommend Highly). Both types 

are important [10] and most rating forms include both. Each 

one can provide unique information about trainee perfor-

mance, and often they are strongly correlated. If performance 

feedback is an important OSCE goal, behaviorally specific 

checklist items can provide learners with actionable data, 

while global ratings are much less helpful to guide learners 

toward improvement. Creating an adequate space for com-

ments on the global ratings is particularly important. They 

can provide additional information about the learner’s per-

formance or recommendations on what could be done better 

[11]. They also offer an opportunity to indicate potential rat-

ing challenges (e.g., could not observe). Sample rating forms 

can be found in Appendices H and I.

Appendix F provides a rating form development template 

which includes a collection of items that cover a broad range 

of competencies, from communication and relationship 

building behaviors to physical exam maneuvers. Among the 

benefits of reusing items in different stations are ensuring a 

more robust, generalizable measure of the competence or 

behavior, identifying station-specific context influences, 

reducing training time because of item familiarity, and being 

able to track performance over time (development of 

competence).

Rating forms can be provided on paper and some pro-

grams use “no carbon required” (NCR) stocks to supply 

instant copies for immediate distribution to learners. With 
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the advent of survey software, widely available data collec-

tion platforms, and simulation software systems, most pro-

grams use technology-based rating forms. This requires 

some work upfront as forms need to be programmed and rat-

ers need to be trained to access these online tools appropri-

ately. The major time savings and benefits of electronic 

rating forms for the program will come at the end, when ana-

lyzing and reporting the data. Digital data collection can 

improve completeness of data by requiring that items be 

filled out and including skip patterns and internal logic. By 

eliminating costly data entry, one can also forego potential 

transcription errors.

 Checklist Items

Table 2.11 provides a stepwise process for developing behav-

ior- or content-specific checklist items. Determining the num-

ber of items for addressing a particular domain (e.g., information 

gathering, relationship development, patient education and 

counseling, shared decision making, etc.) requires a good bal-

ance between coverage (i.e., validity) and burden on the rater. 

Asking evaluators to rate too many and/or very complex aspects 

of performance can lead to decreased accuracy and reliability. 

The classic study of SP ratings by Vu and colleagues identified 

15 as the most optimal number of items that can yield an accu-

racy of 80.12% while covering a broad enough range of skills 

to satisfy validity needs [12]. Extensive, targeted training of 

raters, explicit behavioral anchors and adequate time for the 

rating tasks are additional ways to achieve a good balance.

Binary checklists are popular in OSCEs because of their 

simplicity—they can cover communication and procedural 

skills as well as content attainment specific to each station. 

They also focus on observation and recording rather than 

requiring judgments. This has been used as argument for let-

ting SPs without clinical training evaluate clinical skills 

(e.g., physical exam maneuvers), essentially making them 

“reporters” rather than “evaluators.” However, such simplifi-

cation may miss important dimensions of performance and 

could, in some circumstances, compromise the validity of 

the assessment tool. Furthermore, such formats have been 

proven to not capture increasing levels of expertise since 

more advanced clinicians can take shortcuts without sacrific-

ing diagnostic accuracy or effectiveness [13]. In addition, 

many raters object to simple yes/no checklists because so 

much of the behavior they witness falls into an area between 

those dichotomies. Consequently, scales that provide multi-

ple rating options (e.g., Likert-type or even-numbered, 

forced choice formats) are often preferred. While more 

response options offer raters more opportunities to report on 

fine nuances, they can also complicate the rater’s decision- 

making process and take up valuable rating time. Ultimately, 

this can lead to a reduction in reliability.

One compromise is to use a trichotomous anchoring sys-

tem, such as “not done,” “partly done,” “well done.” This 

approach helps to overcome the tendency of many raters to 

“give credit” to learners whenever possible while still setting 

a high standard for performance. It allows organizers to cre-

ate summary scores that represent the proportion or percent 

of items rated as “done well” versus “partly or not done.” 

When identifying appropriate behavioral anchors for each of 

these response options, it is important to consider the level of 

the learner and the likely distribution of competence in the 

learner population. Consequently, one can avoid floor (every-

one does poorly) and ceiling (everyone does well) effects 

and maximize the degree to which the items differentiate 

among trainees. While having a middle option is useful to 

avoid extreme ratings, it does open up an opportunity for 

“central tendencies,” a non-committal judgment. Thus, there 

has been a movement toward even-number rating forms 

which provide a need to determine the quality of the perfor-

mance while adjusting for very strict and very lenient raters.

 Global Rating Form Items

Global ratings address general impressions about a learner’s 

performance in a particular domain (e.g., communication 

skills, medical knowledge, professionalism), or they may 

also address overall satisfaction with an encounter. SPs are 

often asked to indicate the degree to which they would rec-

ommend the learner as a clinician to a family member or 

friend. Similar measures are widely used with “real” patients 

to assess their satisfaction and perceived quality of care.

Some OSCE organizers are concerned that global ratings 

are less reliable because they are not anchored in specific, 

observable behaviors. Thus, they might be more susceptible 

to rater subjectivity and biases. However, research has not 

borne out these concerns. Such broad assessments provide 

an overall “gestalt,” and include more intuitive aspects of the 

Table 2.11 Step-wise process for creating behavior-specific rating 
form items

 
1.

Conceptualize the competencies needed to perform the 
station task well, e.g., communication skills, physical exam 
skills, shared decision-making, delivering bad news

2. Compare that conceptualization with available standards, 
i.e., literature, experts

3. Operationalize the competencies to turn them into written 
items, e.g., “uses open-ended questions,” “asks about alcohol 
use”

4. Determine the rating options, i.e., not done/partly done/well 
done descriptions versus global ratings

5. Create behavioral anchors to help evaluators identify which 
rating option to select, e.g., well done if done more than once

6. Pilot the rating form multiple times if possible

7. Refine the rating form
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raters’ judgments. They may even capture performance ele-

ments that are not reflected in checklists. Global ratings are 

especially important when dealing with advanced learners. 

For example, professionals with much experience typically 

use pattern recognition rather than inductive reasoning to 

arrive at a diagnostic impression. Generally, the reliability of 

global ratings has been quite satisfactory [14]. Often such 

ratings also have specific anchors. For example, “Would you 

recommend this trainee to a family member or friend?” can 

use simple descriptions such as “not recommend,” “recom-

mend with reservations,” “recommend,” “highly recom-

mend.” One can also add more specifics (e.g., respectful, 

accountable, sensitive to my needs) to better clarify each 

point on the scale. Since global ratings provide less specific 

information about what was done well and what needs to be 

improved, adequate spaces for free-style comments are espe-

cially critical when running a formative OSCE.

 Best Practices: OSCE Rating Forms

 1. Develop rating form items based on the blueprint and 

ensure that the number of items is optimal for domain 

coverage, validity and reliability, but not so large that it 

would overwhelm the rater.

 2. Consider using both checklist and global rating items to 

achieve a balance between identifying specific strengths 

and areas that need improvement while also providing a 

more holistic evaluation of the overall performance 

success.

 3. Develop behavioral anchors that consist of observable 

actions and are likely to maximize performance differen-

tiation among the learner population.

 4. Keep the language simple to enhance clarity and leave 

little to no room for interpretation. Using different font 

sizes and bolding can help structure the text to help raters 

complete the evaluations more swiftly.

 5. Pilot your rating forms to make sure that all items are 

well understood and that there is sufficient time to com-

plete the task.

 6. If the ratings are provided via an online program, offer 

adequate training to assure that raters are comfortable 

with the process and that mistakes and technical glitches 

can be avoided.

 Step 6: Recruit and Train SPs

 Recruitment

When choosing SPs, one has to keep in mind that each case 

has unique requirements—some are physiological, others 

are psychological. Before initiating the recruitment process, 

it is important to list all physical or psychological character-

istics that would jeopardize the succinct portrayal of a case. 

Physiological contraindications may include scars, atrophied 

injection sites of insulin-dependent diabetics, respiratory ail-

ments, heart murmurs, or other physical findings that may 

diminish the fidelity of the case. Psychological contraindica-

tions may include discomfort in exposing one’s body if a 

physical exam is part of that station, or a more aggressive 

interpersonal style if the case asks for a withholding attitude. 

If a person is exceptionally outgoing, emotions will reveal 

themselves non-verbally, which will be more difficult to con-

trol in repeated encounters. Even experienced actors can 

have difficulty overcoming their natural ways of expressing 

themselves during an extended time period. Casting the right 

person for the case is important for creating an adequate 

level of realism. Furthermore, the energy to transfer a very 

active style into a passive one may distract from other tasks 

such as remembering history items or evaluating the trainee.

One must also keep in mind that the primary motivation 

for working with SPs is to create educational programs. 

Thus, the ability to partner in training or assessment endeav-

ors is another critical characteristic to look for. This can 

make candidates with teaching experience particularly well 

suited. In many places, it is not legal to ask about age, race, 

or body characteristics when hiring. Thus, routinely request-

ing a realistic photograph can greatly improve casting 

decisions.

Familiarity with the medical problems can either help or 

hinder the simulation. On the one hand, having experienced 

a physical condition oneself may provide special insights 

into the case. On the other hand, memories about one’s own 

interactions with health care professionals may overshadow 

the encounter with the learner and may provide a hazard to 

standardization of the case portrayal or to rater tasks. 

Furthermore, it can be traumatizing for the SP and lead to 

early burnout. To avoid an increased need for SP mainte-

nance, it is better to select SPs for whom the medical prob-

lem does not evoke special emotions. As Table  2.12 

illustrates, some SP characteristics are likely to reduce future 

training needs.

In general, SPs must be able to control their emotions 

well. For example, they cannot appear upset if something 

tragic happened in their real life, and they cannot explode on 

the learners because they are angry with the project adminis-

tration. This type of job takes someone who does not burst 

into laughter if a trainee reacts in an unusual fashion, asks 

strange questions, or even attempts to make the SP break 

role. SPs also need to be comfortable in cross-cultural 

encounters since learners may be from many different back-

grounds. In the recruitment phase it can be difficult to detect 

biases and stereotypes (some are detailed in Step 7) with 

accuracy, but it is still something to keep in mind when mak-

ing hiring decisions.
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Table 2.12 SP characteristics that simplify training

SP characteristic Effect on training

Acting experience → Less need to train acting (especially of high emotional levels)

Teaching experience → More understanding of educational objectives, rating, and feedback tasks

Health care professionals (or trainees in the health 
professions)

→ More understanding of learner role and technical issues (e.g., interview, physical 
exam, terminology, culture)

No personal expertise with the case problem → Less emotional involvement with the case

Type casted → Less need to teach affect

Prior SP experience → Less need to teach the mechanics of OSCEs

Over age 18 → No need for developmental considerations

Less advanced age groups → Easier to train, may remember better

GTA,a MUTA,b PETA,c experience → Comfortable with physical exams, used to focus on performance details, expert 
in breast and pelvic or urological exams

There are geographical differences related to potential 

candidates. Programs in metropolitan areas often have a pre-

ponderance of actors, while the SP pool at other locations 

more typically consists of teachers and a variety of other 

community members. Some people consider actors to be 

ideal SP candidates. Whether they are professionals or ama-

teurs, these are people who like to slip in and out of roles and 

may jump at an opportunity to do so. However, it will be 

important to clarify for them that working as SP is not a cre-

ative act. Even though much improvisation is needed, the 

focus is on standardization, teaching, and assessment. Not 

every actor is willing to go along with that, and often the 

OSCE commitment will be relinquished if a real acting 

opportunity comes up. To emphasize that SPs are expected to 

become “educational partners,” it is best to refrain from call-

ing them “actors” which can provide the illusion that their 

main purpose is to give a creative performance.

Over the years, OSCE stations have diversified signifi-

cantly. In addition to typical encounters with patients and 

family members, they can also include standardized learners 

(e.g., in OSTEs) and/or colleagues and team members (e.g., 

standardized nurses). Stations can be developed to reduce the 

need for terminology and other professional competencies. 

However, sometimes it may be helpful to recruit healthcare 

professionals or their trainees to serve in these SP roles.

To help newcomers to the field develop job descriptions 

and interview guidelines, the Association for SP Educators 

(ASPE) developed an online lesson which includes various 

templates for writing job descriptions and interview ques-

tions [15]. They also list a variety of recruitment resources 

that range from bulletin boards to social media. Once a pro-

gram has developed a cadre of SPs, word of mouth will often 

become the most effective and efficient way of recruitment. 

The advent of virtual and hybrid OSCEs can widen the 

recruitment net significantly. It is no longer necessary to be 

in the same geographic location. Remote SPs can be located 

all over the country or all over the world. This provides new 

opportunities for developing a diverse SP body which can be 

necessary to create educational programs that measure up to 

current inclusivity standards. It can also greatly facilitate 

last-minute coverage to address sudden SP cancellations.

Over the last decade, organizations such as ASPE have 

been pushing for more SP professionalization. Moving away 

from “volunteer” or “independent contractor” status, many 

institutions started to hire SPs as per diem or part-time 

employees. Lengthy onboarding procedures can hamper SP 

recruitment processes significantly, especially in emergency 

situations, but they can also offer SPs additional benefits and 

result in a relationship that can be more enduring. For more 

information, refer to Chap. 12.

 Training for Case Portrayal and Delivering 
Feedback

To make a case come to life, SPs need to become accom-

plished in three different areas: (1) SPs must know all the 

physical, psychological, and social details relevant for their 

case, (2) they must be able to consistently portray the right 

emotional tone—not too much and not too little, but just the 

right amount that fits the case, and (3) their actions and 

responses must be timed correctly. Many novice SPs tend to 

give away all the information they have about the scenario 

right up front, maybe even feeling some relief to have gotten 

the story right. However, often we want learners to practice 

or demonstrate skills for eliciting information and, thus, 

sharing this data prematurely eliminates that opportunity. 

Since OSCE encounters are time limited, it is important that 

learners have a chance to come to some closure. A continua-

tion of questioning or emotional intensity could make that 

impossible. For this reason, SPs will need to learn to pace 

themselves and to adhere to warning knocks or other indica-

tors that the encounter needs to come to an end.

Whenever more than one SP is to be prepared for the 

same case, group training is necessary for standardization. 

SPs can read through the case together while clarifications 

are provided. One can also produce a standard-setting video 

to emphasize non-verbal behaviors and emotional tone. 
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Role-playing the case multiple times with trainers as well as 

each other is essential. It is also helpful to expose SPs to 

good as well as poor learner performances. By practicing 

with each other, SPs can gain important insights into the 

interviewer role and gain empathy for learners.

Table 2.13 lays out a simple protocol for training SPs for 

case portrayal. There are varied opinions as to how much 

training is necessary for SPs to perform their case adequately. 

A classic book on SP training advocates a 5-session approach: 

(1) Familiarization with the Case, (2) Learning to Use the 

Checklist, (3) Putting it All Together (Performance, 

Checklist, Feedback), (4) First Dress Rehearsal, and (5) 

Final Dress Rehearsal [16]. The total amount of training time 

will depend on OSCE and case requirements, cost, and time 

limitations. Gliva-McConvey and colleagues created a 

“Human Simulation Continuum Model” which demonstrates 

the increase in training intensity based on the level of stan-

dardization needed [17].

If the OSCE is formative, two hours may be adequate, 

especially with experienced SPs. If it is a summative assess-

ment, training will have to be much more extensive (there 

have been literature reports of 10–20  hours of training, 

divided into training segments). Typically, 2  hours is the 

limit to how much SPs can absorb at one time. Higher stake 

events are likely to require a trial run. With experienced SPs 

who know the locale, online training can be sufficient even 

for in- person OSCEs. However, when organizing remote 

OSCE encounters, it is crucial that the training sessions use 

the same modality to ensure log-in access, Wi-Fi stability, 

and appropriate background.

The ASPE Standards of Best Practice provide a variety of 

guidelines that range from training (e.g., reviewing station 

objectives) to reflecting on the training process (e.g., quality 

management) [18].

 Best Practices: SP Recruitment and Training

 1. Search for SPs through word-of-mouth strategies (e.g., 

by contacting other SPs, connecting with other SP 

trainers).

 2. Cast the right person for each case (i.e., physical appear-

ance, psychological profile, availability, no 

contraindications).

 3. For high-stakes programs, recruit and train alternates who 

can step in if needed (alternates can be cross-trained to 

provide coverage for multiple cases).

 4. Put SPs into learner’s positions through roleplay to 

enhance their understanding of the case (e.g., interactive 

and emotional impact of SP actions) and to promote an 

empathic approach to learners.

 5. Practice all aspects of the encounter (e.g., physical exam, 

feedback); do not leave SP performance to chance.

 6. Explore the psychological and physiological impact a 

case has on the SP to avoid toxic side effects (e.g., getting 

depressed from repeatedly portraying a depressed patient, 

getting muscle spasms from portraying a patient who has 

difficulty walking).

 7. Train all SPs who are portraying the same case (simulta-

neously or consecutively) together to enhance 

standardization.

 8. For multi-site OSCEs with different sets of SPs, it is 

important to create detailed training protocols and stan-

dard setting videos to enhance comparability.

Table 2.13 Training protocol for SP case portrayal (if multiple SPs portray the same case, they need to be trained together to promote 
standardization)

Explain •  Training program purpose and structure, project history
•  Logistics (location, date of program(s), etc.)
•  Who they will work with, who else will be in the room
•  Resources to stop psychologically or physically unsafe encounters/situations

Explore •  SP expectations and concerns
•  Relationship to case in personal life or SP work
•  Past experiences with learners at the targeted or different training level—how did it go?

Review •  Read all station materials aloud (e.g., objectives, rating forms, feedback instructions).
•  SP instructions should be read by SP(s) in 1st person, stop along the way to explain, elicit emotional reactions, jointly come 

up with additional information to round out the case (e.g., name of spouse). Clarify:
   –  Case content, story, what information needs to be conveyed
   –  Emotional tone, type, and intensity
   –  Timing of SP interventions: what to say/do in the beginning, middle, end of the encounter and things revealed only upon 

prompting by the learner
   –  Clarify 2-3 standardized phrases that should occur in all encounters

Practice •  Role-play multiple times with trainer and other SPs portraying the same case
•  Different interview styles and topics that are not already included in the SP instructions
•  Put SPs in the role of the learner to explore their perspective and understand the level of case difficulty

Pilota •  Organize trial runs under real-life OSCE conditions (location, timing, learners similar to targeted group)

aIf exam leads to significant promotion decisions, or complex OSCE structure
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 9. Emphasize the importance of stopping an encounter or 

getting help if the simulation or a learner creates an 

unsafe situation.

 Step 7: Recruit and Train Evaluators

When planning an OSCE, it is important to determine who 

will rate the participants’ performance. On the surface, fac-

ulty raters may appear ideal, but they are not necessarily 

more accurate [19] and often have limited availability. Many 

programs use SP raters since they can achieve a good level of 

reliability, offer the “patient” perspective, are more easily 

trained, and their availability is already established. Self- and 

peer assessments as well as observing SP ratings can also be 

considered. At times, evaluations are completed by more 

than one type of observers (e.g., SPs and observing faculty) 

focusing on pre-assigned components of the assessment. 

This is the ideal situation because it considers different per-

spectives and results in a more comprehensive, accurate, and 

fair assessment.

Regardless of who completes the rating, attention must be 

given to raters to provide as accurate and reliable ratings as 

possible. The rater task is difficult because there are so many 

factors that can interfere with precise performance assess-

ment. Generally, there are three elements to rating a learner’s 

performance: (1) observation of specific behaviors (tech-

nique and content), (2) judgment of the behavior against a set 

of standards, and (3) documentation of the rating. Problems 

can occur during each of these rater tasks as illustrated in the 

rater self-assessment guide in Table  2.14. There has been 

some debate whether rating skills are innate or whether they 

can be taught. A combination of selection and training are 

likely to yield the best results.

Some people are naturally more aware of their biases and 

are inclined to look for evidence more objectively rather than 

to follow their lenient or stringent tendencies. If organizers 

have the luxury to select raters, an initial screening could 

consist of assembling candidates in small groups and show-

ing them selected videos of station encounters. By setting a 

required level of inter-rater and test-retest reliability, one can 

quantify the suitability and readiness of the candidates in 

question. In projects where major promotion decisions 

depend on OSCE performance, one may even go as far as 

certifying observers.

Rater training works best if it occurs in a group setting. 

Table 2.14 details a series of strategies that will help make 

raters aware of the types of errors they are more likely to 

make and their personal rating style, whether they are 

“doves” (i.e., easy raters) or “hawks” (i.e., harsh raters). 

Self-awareness is no guarantee of being completely error 

free, but it is the best chance to provide a fair rating. Some 

institutions have developed calibration videos so that raters 

can practice. After scoring a sample performance (often 

online), raters compare their results with those of experts to 

improve objective ratings. However, group calibration train-

ing that includes discussion is likely to be more effective.

A rater training protocol is detailed in Table  2.15. The 

amount of training time will vary significantly depending on 

who the raters are, how much rating and OSCE experience 

they already have, how stringent the assessment is and how 

much time is available. With clinician raters, it may be most 

difficult to carve out some training time if no compensation 

can be provided. However, they also need some type of train-

ing to orient them to the goals, process and content of the 

exercise. At a minimum, this must be done in writing. 

Providing raters with feedback about their past ratings (e.g., 

tendencies, similarities/differences with other raters) will 

also go a long way to help evaluators understand what they 

do well and what they could improve on.

Attitudes and emotions undoubtedly play a central role in 

the rating process. It is important for trainers to be aware of 

how raters feel about the project and their task. Since not 

everybody can be involved in OSCE assessment develop-

ment, raters must at least understand the underlying rationale 

and feel confident that categories were not selected arbi-

trarily. Rater trainers must continuously encourage ques-

tions. Although questions add to training time, they are better 

dealt with before the OSCE starts than while it is in progress 

or when the project is over and one realizes that a rating form 

item has been completely misunderstood.

In formative OSCEs, raters are often also asked to provide 

feedback in verbal and/or written form. Typically, there are 

time/space limitations and feedback providers need to be 

brief but specific enough for learners to take subsequent 

actions. Over the years, a variety of feedback models have 

been developed. Table 2.16 provides a sample protocol that 

could help structure a brief verbal feedback session. By add-

ing 2-3 station-specific teaching points, one can also ensure 

that the teaching objectives for each station are accomplished 

with each learner. Providing succinct and meaningful feed-

back is not always easy. If raters are also expected to give 

feedback to the learner, they should practice doing so in 

advance of the OSCE.

In addition to individualized in-station feedback, many 

formative OSCEs also include post-OSCE group debrief-

ings. Typically, they incorporate all the learners who just 

completed all the stations and often they also incorporate 

faculty and/or SPs. This is yet another opportunity to discuss 

what worked and what did not work in each of the stations. A 

major benefit of the large group debrief is that it promotes 

peer teaching and role modeling.
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Key Question WHAT I NEED TO WATCH OUT FOR:
O
b
se

rv
a
ti
on

What knowledge, skills & 
attitudes did I observe?

� Selective attention to details: inappropriate focus

� Halo effect/First impression error: one observation 

which is easy to obtain or of great significance to rater 
influences perception of other behaviors 

� Observation is too short: premature closure 

��

J
ud

gm
e
m
e
nt

How should I rate this 
trainee on this item?

� Gravitation towards the mean or extremes: central 

tendency/end-aversion bias or overused end scale points result 
in too little or too much range

� Similar-to-me effect: trainees more similar to rater receive 

better scores

� Contrast effect error: trainees are evaluated against each 

other and not against an external standard

� Generalizations, prejudices and stereotyping 
� Standards are not fully understood: unclear about 

expectations for training levels

� Differences between rating scale points are 
unclear 

� Mum effect: hesitation to provide poor performance ratings 

to preserve the program/institutional reputation

� Rater style: __ dove/lenient,   __ moderate/accurate,   __ 

hawk/stringent

��

D
oc

um
e
nt
a
ti
on

How do I complete the 
rating form?

� Unclear or incorrect recording: evaluation judgment is 

not properly marked off (on paper or online program)

� Missing, inadequate or inappropriate comments

Table 2.14 Rater self-assessment guide to help improve accuracy

 Best Practices: Evaluator Recruitment 
and Training for Rating and Feedback Tasks

 1. Select evaluators who are willing to adopt the program 

values, who are consistent in their ratings and don’t have 

their own agenda.

 2. Bring multiple evaluators together to jointly observe a 

learner performance on tape or live, compare ratings, and 

discuss similarities and discrepancies. Practice giving 

feedback (if this is expected).

 3. Make raters aware of potential biases and rating 

mistakes.

 4. Provide written guidelines for rating items, evaluation 

scheme, and station objectives/teaching points.

 5. Post-OSCE, give feedback to raters about how their rat-

ings compare with those of others (e.g., more or less 

lenient, lack of range).
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Table 2.15 Rater Training Protocol

1. Provide a training program overview: e.g.,
 •   Training program purpose and structure
 •    Logistics (location, date of program(s), etc.)
   •  Who they will work with, how much time will be available, what are the program objectives, project history, what a typical encounter 

looks like, who else will be in the room
 •    Resources to stop psychologically or physically unsafe encounters/situations

2. Explore rater expectations/concerns
 •    Past experiences with learners at the targeted or different training level—how did it go; how did it compare to expectations?
 •    How might this rating experience be similar/different from previous rater work?
 •    Rater expectations and concerns

3. Review the station(s) to be observed and rated
 •  Provide a copy of the rating form and define each item (including examples for the response options)
 •  Provide all other case materials (including learner and SP instructions)

4. Review typical rater errors
   •  Discuss factors that can interfere with rating tasks (see self-assessment form in Table 2.14), encourage raters to become aware of 

their own style and tendencies

5. Perform multiple practice ratings
   •  Use live encounters or videos to demonstrate a “gold standard” evaluation and to establish intra- and inter-rater reliability
   •  Compare ratings within the group until a consensus is reached
   •  Help raters pace themselves by using OSCE-specific time frames (if possible, organize trial runs in the place where the OSCE will 

take place)

6. Introduce raters and SPs (if rating is done by a faculty or SP observer)
   •  Explain how rater and SP evaluations are different yet will complement each other. Typically, faculty raters evaluate global 

entrustment and medical knowledge while SPs often focus on communication and professionalism
   •  Encourage raters and SPs to work together without sharing their individual impressions about the learner’s performance before 

documenting their own ratings
   •  Request that the SPs play through the case with the raters taking on the learner role to build understanding of the case challenges and 

build appropriate empathy for the learners

Table 2.16 Feedback training protocol

1. Provide a feedback framework/model
 •    Explain the behavior change model which helps diagnose learners as pre-contemplative, contemplative, ready for action, in 

maintenance or relapse stage. Using this framework, feedback can be tailored to optimize its impact on learning.
 •    Share learner feedback about the feedback (i.e., what learners gained from feedback in post-OSCE debriefing sessions or on program 

evaluation forms)

2. Introduce characteristics of effective feedback—written or verbal
 •    Create a psychologically safe environment to reduce defensiveness
   •  Specific not general
   •  Focus on behaviors that can be changed, not on personality or other unchangeable characteristics
 •    Take advantage of all observers in the station (if applicable)
   •  Connect station content with previous experiences (e.g., have you had a similar case?)
   •  Explore what could be done differently next time (feed forward)

3. Provide feedback anchors (i.e., teaching points specific for the case that should be covered to strengthen the overall message/station 
objectives)

4. Practice giving feedback (e.g., utilizing video or role play, preferably illustrating good and poor performances)

 Step 8: Implement the OSCE: Managing 
the Session

In addition to station-specific materials (Table 2.8), it is also 

necessary to develop forms and other resources that help with 

the overall organization of the event. Table 2.17 details the vari-

ous forms that will be needed. Table 2.18 provides an example 

station rotation schedule for all OSCE participants (numbers 

1-8 refer to the case number, “rest” refers to the rest station). By 

identifying a station number, and circling the numbers across 

the table, one can follow the faculty or SP’s sequence. Such a 

form is also included as a blank worksheet in the back of this 

book (Appendix J) along with blank program evaluation sur-

veys (Appendix K: Participant program evaluation survey; 

Appendix L: Rater program evaluation survey; Appendix M: 

SP program evaluation survey).

Whenever one plans an event that involves a large number 

of people, organization can be challenging. One must accept 

the fact that the unexpected will arise. However, with good 

planning and adequate resources, one should be able to make 

the program successful. To make troubleshooting at the time 

of the OSCE easier, it is helpful to contemplate potential 

solutions ahead of the event. Key concerns include atten-

dance, standardization, timing, and emotion management. 

Organizers should ask themselves what they could do in the 

event of the contingencies listed in Table  2.19. We have 

included some solutions that have worked for us. By having 

extra SPs and faculty on hand, one can overcome lateness, 
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Table 2.17 General OSCE materials (in addition to station-specific materials in Table 2.8)

Forms Purpose Content elements Considerations/tips

Faculty orientation 
and debrief guide

To standardize OSCE experience for 
all learners

•  Description of timing and 
types of learning activities

•  Key learning points for 
each case

•  Consider meeting with faculty to prepare 
them with guide

Learner 
orientation 
materials

To record attendance and assign ID 
codes (if applicable)
To pre-brief learners and increase 
psychological safety

•  OSCE name/number, 
location, date

•  Learner names and ID 
codes

•  Explain OSCE process 
and basic assumptions

•  If multiple sites or OSCE implementations, 
consider a script or brief orientation video for 
consistency

•  Provide consent forms (if appropriate)

SP/Rater 
orientation 
materials

To record attendance and match SP/
rater names with ID codes (if 
applicable)

•  OSCE name/number, 
location, date

•  SP/rater names and ID 
codes

•  Permit room for multiple SPs per station if 
alternates

•  Allow room for comments and to record 
unexpected occurrences (e.g., lateness)

•  Provide forms for SPs or others to receive 
payments

Rotation Schedules
(Example: 
Table 2.17)

To guide the flow of the OSCE, 
indicate what station learners start 
with and track where they should be 
at any given time

•  OSCE name/number, 
location, date

•  List of participant names/
IDs

•  Areas for indicating 
expected and actual 
rotation time periods

•  Station sequence
•  Rest stations or general 

breaks (if applicable)

•  Add time parameters as reminder (e.g., 
minutes allowed for SP encounter)

•  Allow room for comments and to record 
unexpected occurrences

•  Provide room for monitor(s) name(s)
•  For virtual or hybrid OSCEs, indicate links 

and contact information for SPs, raters, 
learners and tech help to assure a reliable and 
swift backchannel

•  For virtual encounters, add pictures of learners 
to reduce rotation errors (important for SPs and 
raters who are unfamiliar with the learners)

Learner resource 
guide

To provide additional resources for 
learning aligned with OSCE cases

•  Could include links, 
graphics, evidence-based 
articles or guidelines

•  Can be provided electronically for easy 
reference after the OSCE

•  Resource guide can be updated annually by 
faculty

Learner Post- 
OSCE program 
evaluation forms
(Example: Appendix 
K)

To evaluate the OSCE experience •  Prior exposure to clinical 
tasks/cases

•  Realism of stations
•  Evaluated my 

performance fairly
•  Provided a good learning 

opportunity

•  Keep it brief
•  Comments can provide interesting qualitative 

data
•  Anonymity can increase response rate and 

validity

SP and Faculty 
Program 
evaluation forms
(Example: Appendix 
M & L)

To evaluate the OSCE •  Level of case difficulty
•  Educational value for 

learners
•  Faculty development 

value (if applicable)
•  SP performance (if 

faculty rating)
•  Appropriateness of case
•  Effectiveness of 

instructions/preparation

•  Comments can provide interesting qualitative 
data

•  Consider questions related to blueprint 
validation (e.g., did the station address the 
station objectives)

early departures, or absences. Adequate training, extra props, 

and forms can help with standardization and with enhancing 

the fidelity of the simulation. Timing and SP/faculty adjust-

ments may be necessary to keep the OSCE on schedule. 

Organizers and monitors need to be on the lookout for ner-

vous learners who may enter stations too early or tired SPs 

who do not portray their case correctly anymore. Post OSCE 

debriefing is essential: this includes SPs, faculty, and every-

one else involved in the simulation program. For SPs, it is 

especially important to de-role from cases that may be emo-

tionally challenging to portray repeatedly.

 Best Practices: Optimizing the OSCE 
Environment

 1. Familiarize yourself with the OSCE location (layout, 

bathrooms, SP changing room) and its resources (e.g., 

printing options, station assignment options).

 2. The OSCE schedule should take into account adequate 

time for setup and arrival as well as pre-briefing and 

debriefing learners, SPs, and faculty.

 3. The number of times SPs can accurately perform their 

tasks will vary by case scenario, rating, and feedback 
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responsibilities. Adequate breaks or switch outs may be 

essential to assure quality work.

 4. If the location is not a simulation center, testing staff 

should include one proctor for each hallway and one 

overall administrator.

 5. Online and hybrid OSCEs need to have stable internet 

connections and sufficient backup plans. Adequate staff-

ing and robust communication strategies also need to be 

in place to address potential problems.

 6. Conduct a “dress rehearsal” prior to any high-stakes 

OSCE.

Table 2.18 Sample OSCE rotation schedule

Date: March 19th (PM session)

 Brief orientation from 12:45–1pm

 Each learner has 8 encounters and 2 rest stops

 Last OSCE encounter ends at 4:00pm. Faculty and residents debrief from 4-4:30PM.

Timing

Learner 
name

1:00 1:18 1:36 1:54 2:12 2:30 2:48 3:06 3:24

3:42

Dr. A 1 2 3 4 Rest 5 6 7 8 Rest

Dr. B Rest 1 2 3 4 Rest 5 6 7 8

Dr. C 8 Rest 1 2 3 4 Rest 5 6 7

Dr. D 7 8 Rest 1 2 3 4 Rest 5 6

Dr. E 6 7 8 Rest 1 2 3 4 Rest 5

Dr. F 5 6 7 8 Rest 1 2 3 4 Rest

Dr. G Rest 5 6 7 8 Rest 1 2 3 4

Dr. H 4 Rest 5 6 7 8 Rest 1 2 3

Dr. I 3 4 Rest 5 6 7 8 Rest 1 2

Dr. J 2 3 4 Rest 5 6 7 8 Rest 1

Table 2.19 OSCE troubleshooting: potential problems and possible remedies

What if…

□  Someone doesn’t show? For high-stakes OSCEs, always cast extra SPs. Cross-training for multiple stations can cut down costs. Extra 
faculty who are familiar with multiple stations can also fill in at the last minute if needed. For formative OSCEs, ask a faculty member to 
portray the patient or have learners rotate through stations in pairs if multiple circuits are operating at the same time.

□  Someone has to leave temporarily? Participants and SPs should be informed in advance when designated breaks will occur. For long 
exams, breaks need to be scheduled in and it is a good idea to cast and train multiple SPs for individual stations. While this requires more 
extensive training to standardize performance and rating across SPs, it ensures an “understudy” will always be on hand.

□  A rater does not complete the forms correctly on paper or online? Keep rating forms and the submission process as simple as possible. 
Designate a staff member to regularly review completed forms during the OSCE so rating errors can be corrected as quickly as possible. 
Virtual and hybrid OSCEs need to have robust backchannels that allow for instant communications among all parties involved.

□  A participant enters the wrong station? Make sure exam proctors are monitoring the exam and can make timely substitutions in the 
rotation schedule if needed. Online stations (aka breakout rooms) also need to be well-labeled and monitored.

□  Timing is off-schedule? If a station goes over the allotted time, try shortening subsequent rotations by small increments until the schedule 
is back on track. Communicate adjustments to SPs and faculty in the stations to keep them fully informed about last-minute administrative 
decisions.

□  Someone is late or has to leave early? Add adequate arrival time before the OSCE to mitigate potential transportation problems. Prepare 
for potential delays by adding some extra time at the end of the OSCE to premature departures by SPs or faculty. Maintain open 
communications with SPs and faculty to learn about potential problems as they arise.

□  An SP does not portray the case correctly? Schedule ample training so that everyone is satisfied with the case portrayal before the actual 
OSCE. Make sure there is a staff member familiar with all cases present to answer any specific questions that may arise in student 
encounters. Try to catch mistakes as early as possible (e.g., real time observation by SP alternates or trainers) to intervene quickly.

□  Station materials are missing? Bring extras of everything, including any props and all forms. Determine in advance the easiest way to 
make emergency paper copies. For online or hybrid O SCEs, organize electronic materials for easy distribution.

□  Some stations consistently take less than the allotted time? Check in with the SP between rotations; adjust details of the case portrayal 
if needed. With formative OSCEs, use the extra time for extra feedback. Avoid early dismissal from the station. Learners who congregate in 
hallways or online breakout rooms often discuss station content which can prejudice them in subsequent encounters.
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 Step 9: Manage, Analyze, and Report Data

It is important to identify resources and make a plan for 

entering, managing, and analyzing data early on in the 

OSCE development process so that you do not end up 

with poor quality or un-interpretable data—or worse yet, 

missing data. To do this, “begin with the end in mind” by 

clarifying what information you hope to obtain from the 

OSCE and plan accordingly. We have found that good 

data management practice—which includes protecting 

trainee privacy through the use of unique IDs and secure 

storage—is crucial because it not only ensures high-qual-

ity data but also helps create a safe learning environment 

for your trainees. How you handle, use, and report trainee 

data may be dictated by institutional policy, accreditation 

regulations, or the law. If you anticipate wanting to con-

duct research using OSCE data, it is particularly impor-

tant to understand local policies and regulations with 

regard to treating trainees as human subjects (e.g., 

Institutional Review Boards) early in the planning pro-

cess, see Chap. 7 “Scholarship and Education Research 

Registry” for further details.

 Managing Data

Since it is likely that multiple people will be involved in 

handling the data from an OSCE, good data management 

principles should be employed to ensure confidentiality 

and the integrity and security of the data. Tables 2.20 pro-

vide a step-by-step approach to addressing privacy 

concerns.

Ideally, data from OSCEs should be entered directly by 

raters into user-friendly computer interfaces that then down-

load the data into formats that can be readily uploaded into 

statistical analysis and data visualization software (e.g., 

SPSS, R, SAS) for analysis. If paper rating forms are used, it 

is good practice to collate data as soon as possible in order to 

be able to identify any problems with the quality of the data 

(e.g., inconsistent ratings, missing data, missing learner IDs) 

and to be able to resolve any problems while memories are 

still fresh (e.g., data are missing because  someone arrived 

late). This is true of digital and online data collection sys-

tems as well—reviewing the data and the video recordings 

(when included within a simulation software system) soon 

after the OSCE is an essential quality assurance practice in 

order to identify and ameliorate issues when one still can.

While data can be initially entered into a spreadsheet 

(e.g., Microsoft Excel or Google Sheets), which is familiar to 

most people, we recommend the use of structured data entry 

forms that facilitate fast, consistent, and less error-prone data 

recording. Data collected within structured forms or soft-

ware platforms are easily exported into a wide range of ana-

lyzable formats while ensuring that data fields are accurately 

labeled. Such forms can be created in “off the shelf” soft-

ware (e.g., Microsoft Access) or using “open-source” free 

programs (e.g., RedCAP [20], Epi Info [21], Formsite [22]). 

Structured data entry forms use specific fields for each 

assessment data point, determining which options can be 

selected, providing a label for those options (e.g., 0 = No, 

1 = Yes or 0 = Not Done, 1 = Partly Done, 2 = Well Done), 

and also a label for the item itself. Thus, field-based data 

entry also facilitates the creation of a “data dictionary” that 

provides all of this information. In addition, data dictionaries 

can include essential “meta-data” about the OSCE (sessions 

and dates, location, trainees, any issues or problems that may 

have occurred), station/case names and details, and raters 

(often a good practice to develop an ID system for identify-

ing SPs and/or other assessors so that names are not stored 

with the data). It is always a good idea to have an OSCE 

summary sheet that lists important details about each OSCE: 

date, location, learners, raters, cases, problems, where data is 

stored and status of data, etc. Refer to Chap. 6, “Data for 

Learning and Program Evaluation: Analyzing, Reporting and 

Visualizing OSCE Data,” for more information on data pro-

cesses and pipelines that maximize the uses of OSCE data.

 Analyzing OSCE Data

Start with descriptive statistics such as distributions of rat-

ings across the response categories (frequencies) for each 

item on the checklist to identify data entry errors and miss-

ing data. Once the quality of the data has been assured (and 

descriptive statistics rerun if necessary), summarize the 

data across learners to identify program-level gaps in train-

Table 2.20 Creating a secure and confidential OSCE data storage system

1. Generate a unique ID for each individual learner.

2. Link the unique ID to each learner’s identifying information (name, email, class/program, other system IDs) in a file (database or 
spreadsheet.)

3. Store that file securely by password-protecting the file and saving on a secure server (encrypted institutional server) or within a secure 
institutional system. Do not save to personal or shared devices or to personal cloud storage devices.

4. Limit access to the linking file to only those who require identified data (e.g., those with responsibility for learner assessment).

5. Store the OSCE data without identifiers, using only the unique ID (delete names, emails, and any other identifying information).

6. Ensure data back-up systems are in place and monitor that regular back-up is occurring.
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ing for specific skills and to establish norms for the group 

or check against predetermined standards of expected per-

formance (see Fig. 2.2). Reviewing the data in this detail 

will help in understanding how to summarize the data for 

individual learners and for the cohort of learners and will 

also provide guidance to improve assessments.

 Calculating and Interpreting OSCE Scores

Feedback on trainee performance can be shared at the level of 

the individual assessment items but often “scores” are calcu-

lated that reflect ratings across multiple items, cases/stations, 

and/or the entire OSCE. The reasons for calculating OSCE 

scores are to derive summaries of performance that can then 

be used to (1) set minimum standards for high stakes, pass/

fail examinations; (2) provide feedback to learners (and their 

faculty) on performance at a more generalizable level (i.e., a 

competency across clinical scenarios); and (3) provide overall 

feedback to your program on the effectiveness of training.

Scores can be based on averages of scaled items (items 

with response options that represent a numeric scale) or on 

percentages; the latter are used especially for checklist scores 

(e.g., % of behaviors rated as “done” or “well done”). If 

scaled items are non-normally distributed because response 

options represent a ranking but no clear numerical interpreta-

but didn’t give you a 

Fig. 2.2 Distribution of 
OSCE checklist item rating 
for the Annual General 
Internal Medicine OSCE 
(n = 20 residents across 8 
cases)

2 Organizing OSCEs (and Other SP Exercises) in Ten Steps



32

tion (e.g., poor, fair, good, excellent), non-parametric statis-

tics can be used (e.g., Cochran’s Q, Friedman’s Chi Square, 

Wilcoxon Signed Ranks). For each OSCE, multiple scores 

can be calculated:

 1. Overall OSCE Scores: For each station, calculate a sum-

mary score (e.g., % of maximum points achieved, mean 

of scaled items). Then, summarize across stations by 

computing an average (of summary scores for each case) 

or summing up the station scores across the OSCE. It is 

best to calculate station scores only when the station was 

designed to assess a defined skill-set as an overall score 

(e.g., physical examination, history gathering, communi-

cation, etc.). In an OSCE station calling for performance 

of many skills, an overall score can obscure relevant 

information because it creates one summary score that 

collapses differences across multiple skill domains.

 2. Domain Scores: For each station, calculate sub-scores 

(e.g., % of maximum points achieved, mean of scaled 

items, % of items “done well”) for the items representing 

specific domains or categories of skill/performance (e.g., 

communication skills, counseling, physical examina-

tion). Then average or sum up the sub-scores across all 

stations where a particular domain was assessed.

When designing a blueprint (Step 3), one needs to make 

sure that each competency/domain is assessed in more than 

one station. Thus, learners have more than one opportunity 

to demonstrate their skills, and the degree to which the con-

text may influence performance (i.e., case-specificity) can 

be determined. More samples provide a more reliable indi-

cation of competence. Although there is no hard and fast 

rule, generally, specific skills should be assessed across a 

minimum of three cases in order to achieve minimum reli-

ability. In most OSCEs, the same core communication skills 

are assessed in every case because interpersonal and com-

munication skills typically generalize across clinical sce-

narios. Consequently, most assessments report 

“communication” performance as a summative (across-

cases) score.

 Assessing the Quality of the OSCE Data

Whenever one organizes an assessment of competence for 

summative purposes, one needs to be concerned with a vari-

ety of psychometric standards, focused mainly on establish-

ing the reliability and validity of the measure. Table  2.21 

provides definitions of these key psychometric concepts, 

describes the questions they address, and provides informa-

tion on strategies for enhancing the quality of the 

assessment.

When evaluating the quality of your OSCE data, the first 

question to explore is: to what degree do ratings of learners’ 

performance across the OSCE stations consistently assess 

learners’ underlying competence? This question focuses on 

inter-station reliability or the internal consistency of the items 

which assess specific domains across items and stations and 

are then used to derive summary OSCE scores. Estimates of 

internal consistency, or the degree to which sets of assessment 

items “hang together” (i.e., that a learner who does well on 

such items in one case will do well on those items in another 

case), can be calculated using Cronbach’s alpha (available in 

most statistical software programs). Calculating Cronbach’s 

alpha can also identify problematic items—items that were 

not used consistently by SPs, that were worded in ways that 

interfered with interpretations, or that do not end up reflecting 

performance in a particular station. Deleting these items may 

improve the overall internal consistency of items compromis-

ing a summary OSCE score. In most statistical software pro-

grams, output for Cronbach’s alpha can include what the 

alpha would be for each set of items if that item were deleted, 

showing whether individual items enhance or attenuate over-

all reliability. Cronbach’s alphas range from 0 to 1 and gener-

ally, estimates above 0.80 suggest that items are internally 

consistent. For pilot OSCEs (newly developed and undergo-

ing initial evaluation) and OSCEs with fewer stations (less 

than five or six), Cronbach’s alphas should probably exceed 

0.60 or 0.70. These types of OSCEs focus on providing learn-

ers with practice and formative feedback and are not used to 

make summative judgments about competence. The consis-

tency of the checklist can also be assessed by estimating test-

retest reliability (comparing performance scores for trainees 

who complete the same OSCE or case at two different times, 

without intervening training) and inter- or intra-rater reliabil-

ity (comparing checklist ratings among different raters or 

over time within the same rater).

Once the reliability of an assessment (e.g., a checklist) 

has been established, attention should turn to gathering evi-

dence of its validity: the degree to which it measures what it 

was intended to measure. The first step in evaluating the 

validity of an assessment involves scrutinizing the content 

of the assessment, through expert and literature review, to 

ensure that it appears to capture or reflect the chosen compe-

tence or practice. After this initial screen, there is no single 

or simple way to establish validity and instead efforts to 

support the validity of a checklist should be based on how 

well it performs over time and across situations—establish-

ing validity is based on an accumulation of evidence. 

Validity evidence comes from answers to the following 

kinds of questions: Does the assessment discriminate among 

trainees at different levels? Is performance in the OSCE, as 

measured by the checklists, significantly associated with 

other measures of related skills (e.g., patient satisfaction, 

faculty, and peer ratings)? And ultimately, are checklist 

scores predictive of actual clinical performance and 

outcomes?
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 Standard-Setting

Setting standards for pass/fail examinations is both an art and a 

science. The core issues are determining the appropriate devel-

opmental level, and then exploring how to use score cutoffs to 

divide learners into those that meet these standards and those 

that do not. For high-stakes examinations, many psychometri-

cians and medical education experts recommend absolute or 

criterion-referenced cutoffs (i.e., scores that reflect the ability 

to competently perform specific skills and behaviors). Experts 

review the “test” (OSCE cases and rating forms) content and 

determine a “passing” score. More complicated methods are 

also available [23–25]. Refer to Chap. 6, “Data for Learning 

and Program Evaluation: Analyzing, Reporting and Visualizing 

OSCE Data,” for more information on standard-setting.

An alternative is to use relative standards or norm- 

referenced standards, where a certain percentage of the 

lowest- performing OSCE participants “fail” (e.g., those with 

a score in the bottom decile or the bottom 20%). The obvious 

problem with this approach is that while the pass/fail cut-off 

often stays the same, the sample of OSCE participants may 

vary in their performance (e.g., a score in the bottom decile 

in a class of stellar students might be comparable to an aver-

age score in a class with greater variation in their skills). This 

approach also requires that at least some trainees “fail.”

Standard setting policy decisions are judgments made by 

experts. Formal standard setting procedures can assist in 

ensuring that cut-off scores reflect a consensus among rele-

vant responsible educators. A variety of standard-setting pro-

cesses have been described for performance-based 

assessments, each with its own underlying assumptions and 

requirements [26]. While exams given on a very large scale 

can afford—both financially and with respect to having suf-

ficient numbers of subjects and experts—to go through rigor-

ous standard setting procedures, most smaller-scale projects 

cannot. Therefore, many school or program-based summa-

Table 2.21 Psychometric qualities of OSCE results

Definition, key questions Enhancement strategies

Reliability & internal 
consistency

•  Measures consistency and precision of an assessment 
tool. If learners underwent the same exam without any 
interim interventions, would the results be the same? 
How similar did trainees perform in the different 
stations? Typically, one uses Cronbach’s alpha to 
determine the level of internal consistency (a Cronbach’s 
alpha between .60 and .80 is considered adequate for 
formative assessments, an alpha of .80 or more is 
necessary for promotion decisions).

 •  Typical sources for unreliability are:
□ Item differences within cases (case specificity)
□ Case differences in the use of the rating form
□  Differences within individual raters in how they applied 

the rating form
□  Differences between raters in how they applied the 

rating form

Sufficiently large sample size:
   □  Of learners
   □  Of cases (e.g., samples of 

communication abilities)
□ Clear, easy-to-use rating forms
□ Training of raters
□ Strong evidence of test item importance
□  Elimination of items that are responsible for 

reducing the OSCEs reliability

Intra-rater reliability •  Measures consistency of individual raters over time. If a 
rater would evaluate the same performance a second time, 
would the result be the same? Contextual differences (e.g., 
live versus video-taped encounter or multiple viewings of 
the same video-taped encounter), are expected to 
influence these estimates of reliability. Nonetheless, if the 
rating forms are reliable, we would expect to see 
substantial correlations.

□ Initial selection of raters who are consistent
□  Rater training (including feedback on the 

correlations of assessments of the same 
video-taped case at different times)

Inter-rater reliability •  Measures consistency among different raters. If several 
raters observe the same learner’s performance, are their 
ratings of the performance in agreement?

□ Initial selection of raters who are consistent
□  Rater training (including feedback on the 

level of agreement with other raters of the 
same real or video-taped encounter)

Validity •  Determines whether an OSCE assesses what it is set out 
to measure (e.g., communication skills, primary care 
skills). There are multiple types of validity.

   –  Face and content validity (Does it look right?)
  –    Convergent/divergent validity (Does it compare to 

other measures as it should?)
    –  Discriminant validity (Does it differentiate between 

training levels or other learner characteristics)
    –  Predictive validity (Does it predict future behavior)

□ Re-examination of the blueprint

2 Organizing OSCEs (and Other SP Exercises) in Ten Steps
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tive OSCEs end up using an approach that combines norma-

tive, criterion-based, and practical considerations to setting 

pass/fail cutoffs.

At NYU Grossman School of Medicine, we use this com-

bined approach for setting cutoffs to identify students who 

fail our comprehensive clinical skills exam (CCSE), a sum-

mative 8-station OSCE required after the core clerkship year. 

Through rigorous training of raters and refinement of our 

checklists and patient note rating processes, we are able to 

obtain internally consistent assessments of the four compe-

tence areas assessed in the exam: communication skills, his-

tory gathering, physical exam, and clinical reasoning (the 

latter is reflected in the patient note). These scores are nor-

mally distributed around a mean score between 50% and 

60% and therefore we can identify students at both the upper 

and lower ends of the spectrum. We have decided that per-

forming well on one competency does not compensate for 

performing poorly on another. Therefore, we report the com-

petency scores (calculated across all cases) separately, taking 

what is called a non-compensatory approach [27]. We then 

set a normative passing cutoff at the lowest decile for each 

competency. Students in this lowest decile across 2 or more 

competencies and students who “fail” communication skills 

alone (because we have found that this is predictive of failure 

on the USMLE Step II CS exam) are identified and added to 

this list. Students’ scores that fall close to the threshold 

(above and below) are further scrutinized to better make 

pass/fail decisions. Finally, any student who received a 

“would not recommend to a friend or family” global rating 

from more than one SP is added to the list, because we have 

found this identifies additional students who go on to strug-

gle with communication issues clinically and on other 

OSCEs. Our list of students who fail the exam is based also 

on our capacity to provide adequate remediation. Remediation 

strategies are discussed further in Chap. 3, “Remediation of 

Learners Who Perform Poorly on an OSCE.”

 Reporting Results

If the OSCE is used solely for training, performance feed-

back is essential. Even if the OSCE has evaluative purposes, 

students want and highly value feedback on their perfor-

mance. Because of the need to keep the content of the OSCE 

stations secure, there may be limitations on how detailed 

such reports can be. Training program faculty need to know 

how learners performed. By identifying those areas of con-

sistent weakness across learners, the curriculum can be mod-

ified to enhance learners’ clinical performance in the future. 

Figure  2.3 provides an example of an OSCE score report 

with communication scores across all cases (% well done 

across all communication items as well as within specific 

communication sub-domains like relationship development 

and information gathering). Whether in the form of a table or 

with the help of graphs, learners need to know what scores 

they achieved and how they compared with their peers. 

Learners can be encouraged not only to compare their scores 

with those received by peers but also to explore their relative 

strengths and weaknesses, noting differences among how 

they performed within and across particular domains. We 

aspire to design feedback reports to be easily understood and 

build in opportunities to develop action plans and ongoing 

guidance to learners as part of the feedback process.

 Longitudinal Educational Database

OSCEs generate a wealth of data and can be combined 

with data from other sources (e.g., faculty ratings, exam 

scores, self-assessments, even clinical and patient data) 

over time to track, monitor and understand the develop-

ment of competence. You can work with your local 

Institutional Review Board to develop opportunities for 

obtaining consent from learners to combine those data 

not just for program evaluation purposes but also for 

research purposes—to answer both anticipated and unan-

ticipated questions about the longitudinal process of 

becoming competent professionals. A student or trainee 

“registry” can be established, just like a patient registry, 

in which all students or trainees are asked to provide per-

mission for their routinely collected educational data to 

be linked and compiled in an educational database. Such 

data, once linked and stored, should be de-identified—all 

identifiers should be stripped from the data except for the 

unique ID generated for the purpose of the database. 

Creation of this database can provide invaluable data on 

performance across domains over time and also help 

establish the quality of assessments made throughout the 

curriculum. For further details about research registries, 

please see Chap. 7, “Scholarship and Education Research 

Registry.”

 Best Practices: Managing and Analyzing OSCE 
Data

 1. Plan for and monitor the quality of data entry and man-

agement; use unique identifiers to maintain confidential-

ity and make sure data are backed up and maintained 

securely.

 2. Explore the quality of the data in terms of reliability esti-

mates of internal consistency (Cronbach’s alpha) before 

calculating summary scores.

 3. Calculate OSCE scores based on performance within 

domains across stations, considering the structure of the 

data (response options) and how best to derive summaries 

E. Kachur et al.
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Fig. 2.3 Sample report card 
illustrating the OSCE 
performance of an individual 
learner (following our 
example General Internal 
Medicine Residency OSCE). 
Scores are reported as % 
checklist items “well done” 
and reflect individual 
performance across 8 OSCE 
cases relative to their cohort 
of 20 1st year resident OSCE 
participants

(% well done, average of scaled items, non-parametric 

methods if necessary).

 4. Report performance data to learners in ways that are 

understandable and constructive.

 5. Consider how to mine the wealth of educational data 

available by creating registries and organizing and 

linking data and information from many relevant 

sources.

 Step 10: Develop a Case Library 
and Institutionalize OSCEs

The first OSCE requires an especially great deal of effort. 

However, a collection of cases is created, station materials 

are developed, a cadre of SPs is recruited, and the team 

involved gets more experience and, therefore, organizing 

OSCEs becomes much easier. By developing a case library 

such as the one exemplified in Table 2.22, one can greatly 

reduce preparations for subsequent OSCEs. It is useful to 

maintain a library in electronic and paper format. Since 

repeated usage typically results in revisions, one also needs 

to make sure that the latest versions of the cases are archived. 

Deciding on a consistent naming, dating, and labeling strat-

egy for the revisions early on will be critical for using the 

database efficiently. Adding learner performance data and 

program evaluation results (e.g., from faculty, SPs or learn-

ers) that may have accumulated for each station will also 

prove useful in future OSCE plannings.

It is also helpful to maintain an SP Database and keep 

track of the stations they worked on previously. The learn-

ing management systems of some simulation centers will 

track SP utilization. Additional notes about how well they 

portrayed the cases and performed their rating and feed-

back tasks will help determine who should be invited back 

to work on the same or similar stations. In addition to con-

tact information, it is essential to add a realistic photo-

graph which will be important for matching SPs to new 

stations.

OSCEs can involve many different data sets which can be 

pulled together in a relational database. Automatic linkage 

between the Station Bank, the SP Database, Performance 

and Program Evaluation data will greatly facilitate future 

OSCE planning. Even without such software expertise, it is 

helpful to keep in mind that the integration of data available 

for each station will assist with subsequent planning as well 

as potential scholarship efforts.

OSCEs are a mainstay of health professions education 

since they are a valuable tool for training as well as for evalu-

ating simple and complex skills. It makes sense for organiz-

ers to invest energy in institutionalizing OSCEs and 

incorporating them in the institutional culture.

2 Organizing OSCEs (and Other SP Exercises) in Ten Steps
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 Best Practices: Building Institutional Capacity

 1. Save all material on an institutional server.

 2. Create a collaborative interdisciplinary OSCE committee 

that meets regularly. Share resources with other 

departments.

 3. Invite institutional opinion leaders and early adaptors to 

observe and/or take on valuable roles in station creation 

and OSCE implementation.

 4. Disseminate reports widely and demonstrate how helpful 

your OSCEs are regarding accreditation, program evalua-

tion, and teacher and learner satisfaction.

 5. Integrate the OSCE into your departmental budget.

 6. Promote the OSCEs throughout the year.
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3Remediation of Learners Who Perform 
Poorly on an OSCE

Adina Kalet, Linda Tewksbury, Lynn Buckvar-Keltz, 
Barbara Porter, Calvin L. Chou, and Rachel H. Ellaway

Data from well-designed OSCEs help educators identify 

trainees with gaps in their core clinical skills. A consensus on 

effective remediation strategies for individuals who perform 

poorly is developing [1–3]. Experts stress that it is important 

to clearly delineate the implications and consequences of 

learner failure in any performance assessment [4, 5] and 

assert that successful remediation requires approaches tai-

lored to identified deficits [6]. Effective remediation should 

be guided by data valid for this purpose (see Chap. 2, Step 9, 

for an in-depth discussion of standard setting). By definition, 

learner remediation then must have a reasonable chance of 

leading to an improvement in clinical competence [7]. 

Table 3.1 breaks down the remediation process into manage-

able steps. Also crucial, to engage meaningfully in and gain 

life-long benefit from remediation, learners must have or 

develop the capacity to accurately self-assess and self- 

regulate learning.

 Initiating the Remediation Process

Not surprisingly, trainees are usually very upset upon hear-

ing they have failed an OSCE.  A structured first meeting 

between the student and faculty member responsible for 

remediation, which allows enough time for discussion of 

feelings, a student’s self-assessment, and a careful review of 

data from the exam, is reassuring to the student and will most 

likely to lead to an effective remediation. Using an evidence- 

based coaching model, such as the facilitated feedback 

model described by Sargeant et  al. [8], is recommended. 

Depending on the nature of the OSCE (low stakes/formative 

vs. high stakes/summative), the remediation process can be 

more or less comprehensive. For a low-stakes exam, a brief 

individual feedback session, with videotape review if avail-

able, may be sufficient. Table 3.2 provides an outline for a 

more comprehensive intake meeting in a high-stakes situa-

tion. We schedule 1.5 h for this initial session.

Using detailed data from the OSCE in remediation is 

invaluable because it addresses learner resistance to the pro-

cess, builds accurate self-assessment skills, and provides 

support for promotion decisions. These data may include the 

various sources of information listed in Table 3.3.
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Table 3.1 Steps in the remediation process

1. Gather and carefully review objective data of performance

2. Obtain student self-assessment and provide feedback 

based on objective data

3. Assess for nonacademic issues

4. Make an educational diagnosis

5. Formulate an individualized learning plan with diagnosis 

specific remediation strategies

(Think creatively about available resources!)

6. Make a plan to follow-up on progress
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Table 3.4 Areas of difficulty leading to poor OSCE performance

1. Pre-existing academic issues

•  Learning disabilities

•  Poor academic track record especially on stressful clinical 

rotations

•  Nontraditional educational paths such as learners with 

discontinuous training (e.g., MD-PhD programs) or transfer 

from other programs (e.g., accelerated BS-MD programs)

2. Isolated clinical skills deficit i.e., specific area(s) of weakness 

such as knowledge base, communication, reasoning, or 

problem-solving skills

3. Metacognitive or specific testing issues

•  Time management or organizational difficulties

•  Insufficient preparation or poor understanding of the exam

•  Performance anxiety

4. Extenuating psychological factors

•  Anxiety

•  Depression

•  Situation-specific duress

5 Nonverbal learning disorders e.g., long-standing social 

awkwardness and autism spectrum disorders

6. Professionalism issues i.e., learner does not know or agree 

with health profession ethical tenets and values; paranoid, 

combative, or defiant personality style or frank personality 

disorder

Table 3.2 OSCE remediation: initial diagnostic interview

 □ Statement of expectations

 □ Learner self-assessment

 □ Assessment of exam-specific performance issues

 □ Educational history

Including screening for verbal and nonverbal learning disabilities, 

attention deficit disorders, and language fluency

 □ Assessment of professionalism

e.g., learner attitudes toward the OSCE and accountability for 

performance

 □ Screening for situational stressors

 □  Screening for common psychiatric illness

e.g., depression, anxiety, bipolar disorder, eating disorders, and 

substance use disorder

Table 3.3 Learner data useful for remediation

 □  Performance across OSCE cases compared to the group 

means

 □ Performance by case

 □ SP patient notes

 □ SP comments (after prescreening)

 □ Videotape of the encounter

 □  Other evaluation data available e.g., academic record and 

clerkship comments

 Characterizing the Difficulty

There are a host of reasons learners fail an OSCE. The most 

common reasons for failure are summarized in Table 3.4 in 

order of frequency, based on our experience with clinical 

skills remediation for 3 consecutive classes of medical stu-

dents, 2007–2009, during which 53 of 500 students failed. 

For a more detailed table, see Kalet and Chou [9]. Once the 

faculty facilitator and the learner come to a negotiated agree-

ment on one or more areas of difficulty, a contract or indi-

vidualized remediation plan (IRP) should be drafted and 

follow-up plans made. This document (see Fig.  3.1 for an 

example) should evolve as the remediation process proceeds 

and new light is shed on the student’s strengths and 

 weaknesses. Keeping the IRP updated provides an efficient 

communication tool among the members of the remediation 

team and keeps the student actively engaged in the process.

In Table 3.5, we list remediation strategies we use regu-

larly. Relevant references include Dohms et al. [10], Kalet 

and Chou [2], and Pinsky and Wipf [11] for videotape review; 

Bowen [12], Croskerry [13], and Mutnick and Barone [14] 

for clinical reasoning and critical thinking; and Kogan et al. 

[15] and Puscas et al. [16] for direct observation with feed-

back. The primary purpose of any strategy is to enhance the 

learner’s awareness of deficits, enabling them to improve 

their clinical performance and therefore the quality and 

safety of the care patients’ receive. Strategies used will 

depend on what the learner is struggling with, available 

resources, and the learner’s willingness to explore difficult 

issues.

A. Kalet et al.
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Fig. 3.1 Individualized 

remediation plan example

Table 3.5 Selected remediation strategies

1. Self-directed videotape review (VTR) Using a blank OSCE checklist, the learner rates his/her performance on one or two videotaped 

encounters from the actual OSCE, preferably cases where the student underperformed, summarizes his/her findings from the VTR, and 

reviews these documents with a faculty adviser.

2. Faculty-facilitated videotape review In learners who demonstrate poor self-awareness of their difficulties, a structured, faculty-

facilitated VTR can help the student recognize areas of difficulty.

3. Peer-group videotape review Learners who agree to work together, using a framework of mutual support, can provide each other with 

feedback and encouragement as well as opportunities for corrective experiences through roleplaying alternative approaches to the 

patient.

4. SP practice with feedback A learner with very specific communication difficulties can benefit from scheduled sessions with an SP 

experienced in giving feedback, to practice their skills.

5. Clinical reasoning practice Learners are assigned reading about the clinical reasoning/critical thinking process to enhance 

metacognitive awareness and then practice with paper or web-based cases.

6. Direct observation with real patients This can be done in real time or using VTR with patient permission.

7. Physical exam workshops This can be done in groups with a faculty or resident facilitator; active practice and discussion about how 

the findings contribute to clinical decision-making is critical to success.

8. Reflective writing Learners reflect on attitudes and beliefs expressed or demonstrated and how they may align or not align with 

medical professionalism, medical professional identity formation, or effective patient care.

9. Directed readings These are relevant when there is an isolated knowledge deficit or lack of understanding of specific principles such 

as the tenets of medical professionalism, institutional policies, or standards of treatment (e.g., substance use disorder).

10. Work with a specialist e.g., referrals for learning or psychiatric assessment, interpersonal skills coaching, performance anxiety 

strategies, learning/organizational support, and career advice.

 Who Should Participate in Learner 
Remediation?

The most effective facilitators of clinical competence 

remediation are likely to be, but not restricted to, experi-

enced clinician educators. Table 3.6 lists examples of the 

experts and specialists who we have found are invaluable 

to the effort depending on the specific needs of the strug-

gling student.

3 Remediation of Learners Who Perform Poorly on an OSCE
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Table 3.6 Experts and specialists who can contribute to learner remediation

1. Clinical educators Best suited to conduct the initial assessment, work with learners on clinical reasoning or physical examination 

deficits, monitor remediation process, and make a final outcome determination.

2. Communication skills coach Learners with isolated communication deficits or professionalism issues benefit from working with a 

coach familiar with the healthcare environment and skilled with behaviorally focused coaching approaches.

3. Drama therapist/SP trainer/experienced SP Learners with communication skills deficits or performance anxiety benefit from 

practice with feedback and coaching.

4. Learning specialist/studying or executive function coach Learners with a long-standing history of uneven academic performance, 

atypical organizational and unusual study strategies or those who don’t “read for pleasure” may have undiagnosed learning disabilities, 

valuable to diagnose because either targeted strategies and accommodations are available or at the least a trainee becomes more 

self-aware and learns to effectively protect patients and advocate for their own needs.

5 Psychiatrist/psychologist Best when a psychiatric diagnosis is suspected or already established or trainee requires emotional support 

as a consequence of being identified for remediation.

6. Role model A respected member of the clinical field related to the learner’s interests can be effective at encouraging the student to 

engage in the remediation enthusiastically.

Table 3.7 Learning objectives for clinical skills remediation faculty development

Clinical educators conducting remediation with learners who fail an OSCE should be able to…

1. Interpret quantitative and qualitative data regarding the competence of individual medical trainees.

2. Define clinical competence in a behaviorally specific, measurable manner.

3. List common areas of difficulty for trainees struggling to pass an OSCE.

4. Discuss models of normal adult development which influence clinical competence development.

5. Describe learning theories which are salient to performance-based assessment and remediation (e.g., mastery learning, competency-

based medical education, sociocultural learning theory, transformative learning theory).

6. Describe the screening process needed to identify a learning disability or attention deficit disorder.

7. Demonstrate the ability to screen for common psychiatric issues that may manifest as or coexist with clinical incompetence.

8. Make defendable judgments regarding clinical competence.

9. Effectively coach student through the remediation process, promoting a growth mindset.

10. Document a remediation process that is meaningful and addresses legal and regulatory requirements.

11. Explore personal attitudes, beliefs, and experiences that may impact a struggling learner’s ability to engage in the remediation process, 

with attention to one’s own personal biases.

12. Understand that on rare occasions a student may fail the make-up exam and need guidance to navigate the consequences including 

career planning.

 Faculty Development for Remediation

The institutional capacity to remediate learners who 

struggle with a high-stakes OSCE is entirely dependent on 

the number, commitment, and expertise of the faculty 

members available to participate. Faculty members who 

are good listeners, skillful at giving effective feedback, 

familiar with effective learning skills, knowledgeable 

about individual characteristics associated with common 

learning challenges and psychological barriers to perfor-

mance assessment [17], and interested in the development 

of clinical competence and working with learners one-on-

one are ideally suited for this work. These faculty may 

still need additional training to maximize their effective-

ness, and faculty development focused on coaching skills 

that promote a growth mindset can be particularly helpful 

[18]. It is also critical for the educator to be attentive to 

the diverse personal experiences, attitudes, and beliefs 

that may impact the ability of struggling learners to 

engage in the remediation process while being attentive to 

one’s own biases [19]. Table 3.7 lists learning objectives 

for faculty development in clinical skills remediation. 

Educators specifically interested in reading more about 

defining behavioral measures of clinical competence are 

referred to Quirk [20].

 Make-Up OSCE

A remediation program, to be effective, must culminate in a 

measure of learner performance. In remediation for high- 

stakes exams, we have required students to participate in and 

pass a four-station OSCE, which is a mix of cases repeated 

from the OSCE they failed and new cases. Because reliabil-

ity of a four-station OSCE is predictably poorer than one 

with more cases, we determine the outcome of this exam 

using standards established in the larger exam and take into 

account findings from a detailed review of the student’s per-

formance. Each case is videotaped or directly observed by a 

faculty familiar with the student.

A. Kalet et al.
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 Considerations When Documenting 
Remediation

Detailed documentation of the remediation process is impor-

tant both to ensure communication among the remediation 

team and to provide evidence to support promotion decisions. 

At the minimum, programs should keep track of learner’s data 

on OSCEs, standards for pass/fail decisions, and individualized 

remediation plans and document the date and time of meetings 

between learners and members of the remediation team. We 

have found it helpful to write a brief narrative summary of each 

session with a learner, documenting updates to the individual-

ized remediation plan and agreed upon next steps. Depending 

on the local law and regulatory environment, schools and train-

ing programs have obligations and responsibilities to keep 

written records of the evidence that learners have demonstrated 

training-stage appropriate competence. Remediation team 

leaders should familiarize themselves with the professional 

accreditation body (ACGME, LCME) and institutional docu-

mentation requirements that may apply to the remediation pro-

cess. In the United States, in addition to documentation 

requirements for the purposes of accreditation, there is relevant 

federal law that seeks to protect the privacy of students, patients, 

and employees by limiting access to records. The Family 

Educational Rights and Privacy Act of 1974 (FERPA [21]) 

applies to a student’s educational records, and the Health 

Insurance Portability and Accountability Act of 1996 (HIPAA 

[22] applies to the student’s personal health. Balancing the 

needs to document a complex process in a meaningful way and 

understanding the legal environment will help each program 

design an efficient record keeping process, which serves both 

the program and the learners. On rare occasions, a remediation 

is unsuccessful. The institution must be able to accept this out-

come and justify the consequences, all while supporting the 

student with empathy and career advice [23, 24].

Remediation of learners who perform poorly on an OSCE 

provides a unique opportunity to explore the underlying 

reason(s) for substandard clinical skills and to ensure impact-

ful intervention. Although some of these learners are challeng-

ing to engage and motivate, most of the time, a remediation 

experience is a rich opportunity for professional and personal 

growth in the student as well as development of a therapeutic 

alliance between the learner and remediation specialist(s). In 

our experience, most students gain valuable insight regarding 

their difficulties, are committed to working with the remedia-

tion team, and successfully complete the make-up academic 

exercises. Work remains to be done regarding the identifica-

tion of the most effective, efficient, and least costly remedia-

tion techniques for the various sub- types of problems leading 

to failure on clinical skills examinations.
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4Beyond the OSCE: Using Standardized 
Patients in the Clinical Setting

Sondra Zabar, Harriet Fisher, Jeffrey Wilhite, Zoe Phillips, 
Renee Heller, Colleen Gillespie, and Kathleen Hanley

Standardized patients (SPs) are widely used in assessment; 

however, the majority of SP exercises involve “announced” 

encounters in which the learner knows that they are interact-

ing with a simulated patient. While Objective Structured 

Clinical Examinations (OSCEs) are considered a gold stan-

dard for assessing clinical skills, their contrived nature may 

limit their ability to capture the true behaviors of medical 

professionals [1]. Unannounced standardized patients 

(USPs) are a relatively new, but increasingly employed, 

method of evaluating the skills of medical professionals [2, 

3]. Unlike OSCEs, USP encounters are in situ assessments in 

which the learner is not aware that the patient is an SP. As 

such, there are no artificial time constraints nor potential for 

observation bias, and the USP can evaluate the in situ behav-

iors of clinicians and the clinical system.

USPs have been used internationally to assess trainees 

and practitioners across health professions, including nurs-

ing [4, 5], optometry [6, 7], and a variety of medical special-

ties, from primary care [8, 9] to emergency medicine [10, 

11]. USPs are employed to assess a range of items, including 

clinical skills [12, 13] and the efficacy of educational inter-

ventions [14, 15]. Clinicians’ performance when conducting 

a visit with a USP can also be compared to their performance 

in announced standardized patient (ASP) encounter in prac-

tice or an OSCE [16, 17]. Other studies explore the feasibil-

ity and validity of USPs compared to the corresponding 

medical chart and clinical vignettes [18]. Starting in 2019, 

USPs have been sent to pharmacies to assess medication dis-

pensing practices [19, 20].

USPs simulate the entire experience of a real patient 

before, during, and after a clinical visit, which allows them 

to provide comprehensive feedback on care quality from the 

moment they are first connected to the care team to the time 

they complete their post-visit assessment. Unlike SPs in 

OSCEs, who are only able to assess the clinician during the 

encounter, USPs can be used to evaluate the clinical micro-

system (i.e., clerical staff, medical assistants, and other 

members of the care team patients may encounter during 

their visit) as part of the larger, learning health system. The 

standard model for primary care, the “patient-centered medi-

cal home,” prioritizes the integration of the clinical micro-

system in patient care and is as important to health outcomes 

as the skills of physicians [21]. The clinical care team’s abil-

ity to collaborate and communicate well can be easily 

assessed from the USP’s perspective, as can the overall expe-

rience of navigating the clinic [11, 18]. Further, USPs can be 

employed to ensure adherence to national patient safety stan-

dards (such as hand washing and patient identification), eval-

uate clinical preparedness for emerging infectious diseases 

[22], and observe a clinic’s level of patient centeredness [23].

In addition to assessing the larger system, USPs can be 

deployed to assess significant components of the clinical 

experience, including communication related to social 

determinants of health (i.e., housing instability) and subse-

quent referral to social services [24], screening practices to 

identify underlying depression or risk behaviors [9, 25], 

safe medication prescription practices [25–27], and health-

care costs [28]. USPs are capable of evaluating the entire 

range of communication skills employed during a routine 

medical visit which include core areas such as information 

gathering, relationship development, and patient education 

and counseling, as well as a patient’s more subjective expe-

riences that are consequences of those communication skills 

(i.e., satisfaction and degree of post-visit activation) [29]. 

USPs provide clinical leadership with a comprehensive 
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Fig. 4.1 The clinical microsystem

view of on-the- ground clinician practices and a patient’s 

view of the clinical microsystem.

By offering objective and consistent feedback, USPs con-

tribute to evidence-based assessment and continuous refine-

ment of the learning healthcare system (Fig. 4.1 [35]). USPs 

have been widely deployed to systematically identify perfor-

mance deficits in communication, but may be easily adapted 

for quality improvement within and between institutions [30]. 

Though single USP visits provide only a snapshot of clinician 

care, deployment of USPs over months or years—particularly 

with regular opportunities for feedback and intervention—

can identify variation in performance and inform recommen-

dations for system-level change and undergraduate and 

graduate medical curricula. Other methods of evaluating cli-

nician’s (i.e., documentation in the medical record and patient 

feedback surveys) are not as reliable or representative of true 

clinician performance as USP studies [31]; a study comparing 

USP-facilitated audio recordings to documentation found 

90% of medical record notes contained at least one error, and 

3% of notes justified a higher billing level than indicated [32]. 

Systematically implemented, USP programs can lead to 

effective, accurate, and cost-efficient quality improvement, as 

well as the assessment of clinicians and clinical microsystem 

performance. In this chapter, we describe  the step-by-step 

implementation of SPs in the clinical setting (including USPs, 

remote visits and ASPs),  for the diverse needs of quality 

improvement education, research teams and health systems.

 Do USPs Make Sense for Your Team? Three 
Requirements for Implementing USP Visits

 1) A Cohort of Standardized Patients

Health professional schools that conduct OSCEs are often 

well-prepared to incorporate a USP program into their cur-

riculum and assessments, as much of the infrastructure 

required to perform the two assessments is similar, such as 

SP/rater training and case development. Most academic med-

ical centers will already have a cohort of onboarded SPs, and 

direct additional costs are generally limited to compensation 

for the actors as the encounters take place in the clinic setting. 

Hourly rates for standardized patients range from $15 to $30 

per hour, and most USP visits last 2–4 h to allow for waiting 

time at the clinic and completion of post-visit surveys. Time 

required by administrators or faculty members to train and 

schedule USPs should also be factored into planning.

 2) A Strong Working Relationship Between 
the USP Team and Clinical Leadership

USP visits can only be implemented in collaboration with 

members of clinical leadership who have a strong understand-

ing of their site’s clinical workflow and electronic medical 

record (EMR). Constant communication with scheduling 
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coordinators is necessary to ensure that USPs interact with the 

correct clinicians. Potential scheduling issues are easily over-

come if the USP can book their own appointment through an 

online resource. Participants or leadership may be concerned 

that USP visits hinder productivity by taking up clinic time 

that could be used for real patients, but the small number of 

visits needed to evaluate the clinical system and clinician per-

formance and provide actionable data is usually considered 

worth the investment by clinical and educational leadership.

 3) A Good Attitude! There Will Be Hiccups

USP programs are not without potential difficulties. There is 

a risk that USPs will be detected, which can undermine the 

effectiveness of the program. If a medical professional real-

izes they are interacting with a USP, they may not behave in 

a natural manner. Detection rates range from 5% to 20% 

[33], though some studies have noted rates as high as 70% 

[3]. Consequently, the data collected may not reflect a clini-

cians’ true skills. On the other hand, our work indicates most 

detections occur after the visit and the performance of clini-

cians who detect the USP is not significantly different than 

those who do not. Matching USPs with the intended clini-

cian can be complicated in some health centers, particularly 

those that do not assign patients to specific clinicians. 

Nevertheless, we believe that even if a clinician identifies a 

USPs, it is still a valuable opportunity to receive feedback on 

the care one provides.

 Implementing a USP Program

USP projects can be a major undertaking, and as with most 

educational projects, collaboration within and across spe-

cialties or disciplines can only enrich the process. While it is 

necessary to have strong leaders who believe in the benefits 

of such comprehensive assessment programs, many other 

individuals are needed for adequate planning, preparation, 

and implementation. Table  4.1 details the additional roles 

that USP projects typically require beyond those detailed for 

OSCE administration in Table 2.1. Specific tasks involved in 

planning to integrate USP visits in a clinical setting are 

detailed in Table  4.2, a modification of the worksheet for 

assigning OSCE responsibilities and creating timelines 

(Table 2.5, Appendix C).

Table 4.1 USP staffing needs

Roles Key characteristics # Needed

Leader • Strong motivation to develop and implement project
• Well connected to procure resources
• Capable of initiating establishment of collaborative relationship with hospital/
clinic leadership
• Able to communicate well and create a team spirit

One or more

Planner • Understands logistics of implementing USP assessments (case development, 
project location)
• Can entertain multiple options for solving problems

One or more

Coordinator • Adept at USP-related coordination (e.g., scheduling, SP recruitment, data entry)
• Able to communicate well
• Good at troubleshooting and problem-solving

One or more (depending on 
scope)

Clinical administrator • Permitted to obtain fake medical records
• Able to assess workflow to incorporate USP with no detection

Usually one

Trainer • Understands USP roles and case requirements
• Has teaching skills (e.g., provides constructive feedback) and can manage 
psychosocial impact of case portrayals
• Able to communicate well and create a team spirit
• Is sensitive to the special stresses inherent in USP work

One or more (depending on 
scope)

USPs • Committed to standardization of their case portrayal (i.e., not expressing their 
personal creativity)
• Comfortable enacting their particular medical case (i.e., not getting too 
involved emotionally)
• Interested in taking on “educational” responsibilities
• Able to tolerate the open- ended nature of USP visits (can last from 30 min to 
3 h or more)
• Comfortable to be among individuals who have true medical conditions and 
may be in emotional or physical distress (e.g., heart attack in an emergency room)
• Able to change appearance if using one clinical site
• Clear about USP goals and performance standards
• Committed to fair performance assessments (e.g., understands personal rater 
style and biases)
• Effective at providing post-encounter feedback

At least two per case, 
consider cross-trained 
alternates

(continued)
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Table 4.1 (continued)

Roles Key characteristics # Needed

Data manager • Competent at managing performance data sets
• Understands USP process
• Committed to accuracy

At least one

Data analyst • Understands USP process
• Has psychometric skills
• Understands audience for results (e.g., learners, leadership)

At least one

Program evaluator • Understands USP process
• Is familiar with evaluation models (e.g., pre−/post-testing)
• Can develop and analyze program evaluations (e.g., surveys, focus groups)

At least one

Table 4.2 Breakdown and timeline of USP project responsibilities

Initial Planning

3–4 months before 
planned start of USP 
project

• Obtain permission from and initiate partnership with clinic leadership

• Decide on format (e.g., number of cases, time frame) and modality (virtual or in-person)

• Create a blueprint (identify competencies to be assessed)

• Develop cases and gold standards/best practices of care

• Determine who will receive report of data (learner, program leadership, clinic, etc.)

• Identify locations (single or multiple)

• Recruit staff for administrative tasks and scheduling

•  Identify each step of USP visit based on steps of regular patient visit (check-in procedure/sign-on procedure, 
insurance, medical record, etc.)

• Decide on USP recruitment and training schedule

• Communicate with learners to explain the nature of the project and get consent for USP visits

• Clarify budget (e.g., USP costs, recording equipment)

Materials and visit preparations

3 months–1 week 
before first USP visit

• Develop USP materials (e.g., USP instructions, rating forms)

• Recruit USPs

• Create medical records and unique case demographic information

• Prepare props (e.g., fake pill bottles, inhalers, charts, insurance cards)

• Train USPs

• Organize practice visits (“dress rehearsals”)

• Consider videotaping or audio- recording USP training sessions

• Create schedule for clinic visits

• Send demographic info (name, address, DOB) to clinic director and USP

• Provide USP with props, audio recorder, and transportation funds (if necessary)

Visit administration

Day of USP visit • Send USP a reminder
• Provide rating form for post-visit

•  Debrief with USP after the visit with the help of the rating form (consider audio- or video-taping debriefing 
session)

•  Plan periodic group debriefing sessions with USPs to share experiences and control for desirable and undesirable 
case adjustments

Post-visit tasks

Days to weeks after 
USP visit

• Organize rating forms and clinic materials by case

• Arrange for USP payment

• Conduct a chart review of medical record

• Survey learners for detection

• Report evaluation data (e.g., report cards)

• Organize materials for future reference (e.g., forms, videos)

• Report on experience internally and externally (e.g., presentations, articles)
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 Cases

USP and OSCE case development follow the same basic 

principles (see Chap. 2, Step 4, “Develop Case Scenarios and 

Instructions”). Many OSCE cases can easily be adapted to be 

used in USP visits. To prevent detection, it is crucial to 

ensure that USP cases are representative of the patient popu-

lation served by the clinicians being evaluated. A sample 

USP case and corresponding checklist, designed for an urban 

community clinic, are included at the end of this book in 

Appendices N and O.  Collaboration with EMR leadership 

allows for clinical information to be preset in the USP’s chart 

for construction or a patient that has already been seen at the 

clinic. However, USPs are usually introduced as new patients 

to eliminate the need to create a prior medical record in the 

health system’s EMR.

 Recruitment

The number of USPs required depends on the number of 

cases in the program, the number of clinicians involved, and 

the duration of the program. At a minimum, it is necessary to 

train two USPs per case. This ensures greater flexibility 

when scheduling visits and provides a cushion for the pro-

gram if a USP suddenly drops out of the program. Recruiting 

several actors for each case also decreases the possibility of 

detection. If a USP enters the clinic frequently, they may be 

recognized by learners and staff. For shorter projects, tele-

medicine projects, or projects where you can easily predict 

the visit schedule, fewer are needed. Be sure to ask SPs about 

their availability when you interview them.

Medical schools are the best places to recruit USPs, since 

they work with actors who already have experience as stan-

dardized patients. The most qualified standardized patients 

will possess acting talent, punctuality, communication skills, 

and the ability to adapt to unpredictable situations.

 Training

USP training sessions are similar to OSCE training exer-

cises. Trainings can be divided into three sessions. During 

the first session, the USP coordinator explains the purpose 

and logistics of the program to USPs. USPs should then read 

the case instructions aloud with the USP coordinator. After 

the USPs fully understand their role, they practice the case, 

taking on the patient role, while the coordinator assumes the 

role of physician. The second training focuses on teaching 

USPs to complete the evaluation forms. The coordinator 

shows a presentation about the correct way to observe, cate-

gorize, and document clinicians’ behavior. To practice com-

pleting the evaluation, the USPs should watch OSCE 

encounters and evaluate learners’ skills. During the final 

training session, the USPs can role-play the case with an 

attending physician or chief resident to learn the pacing of a 

medical interview. The USP coordinator should also dis-

creetly bring the USPs to the clinic before their first visit so 

that they can run the case with an attending in the clinic.

 Clinic Location and Visits

Before any visits are planned, program leaders must get per-

mission from clinic leadership to conduct the program. 

Leaders should determine how to notify learners of their par-

ticipation in the project without revealing details about the 

USPs or specific visit timing. Several of our USP projects 

involving attending physicians have been opt-out and anony-

mous, which can encourage participation if participants are 

wary of being evaluated by USPs. Program leaders should 

also speak with members of the finance and EMR staff to 

learn how to prevent USP visits from being billed as real 

visits and appearing in clinic audits. A successful USP pro-

gram results from a true collaboration between clinical and 

educational leadership and provides actionable feedback rel-

evant to current priorities and quality initiatives to the clini-

cians and the health system.

The USP coordinator should visit the clinic during a busy 

day to observe its layout. They should note the location of 

the registration desk, exam rooms, and other relevant areas 

(finance desk, pharmacy, etc.) The USP coordinator must 

observe where patients must go to check in, pay, encounter 

doctors, and get prescriptions and referrals; clinical leader-

ship can also help clarify this information.

After visiting the clinic, the program team should identify 

unique characteristics in workflow or environment that might 

influence USP visits. In some clinics, it is possible to sched-

ule appointments with a specific doctor; in others, particu-

larly for new patients, patients are assigned doctors on a first 

come, first serve basis. The USP coordinator needs to work 

with a clinical administrator to develop a system that will 

ensure USPs are sent to the correct physicians. A clinical 

administrator should also be responsible for entering USPs’ 

demographic information into the clinic’s computer system. 

The USP coordinator can develop a process and deadline for 

sending the demographic information for each visit.

Scheduling USPs requires collaboration and planning on 

the part of the clinical administrator, the USP coordinator, 

and the USPs. If there is no online scheduling system, the 

USP coordinator chooses dates and times for USP visits 

after confirming USP availability and sends them to the 

clinic administrator for approval in advance of the planned 

visits. The clinic administrator approves the requests if the 

appointments are available and can suggest edits to the USP 

coordinator’s selections if there are scheduling conflicts. 
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After the schedule is finalized, the USP coordinator con-

firms the visits with the USPs. If the clinic has the capacity 

for online scheduling, the USP can also sign up for the visits 

directly, allowing them to evaluate the visit scheduling pro-

cess. This protocol will vary depending on the clinical set-

ting and EMR system.

Practices often call or text USPs prior to and following 

the visit to remind them of appointments and schedule fol-

low- up care. It may be necessary to use a generated phone 

number in the chart to conceal the USP’s real identity and 

capture all pre- and post-visit contact.

If permission has been obtained from clinical leadership, 

audio can be recorded in order to validate the checklist data 

during the clinical encounters. USPs can use their iPhone or 

a small recorder in their pocket or purse.

The USP team must develop a plan to excuse the USP 

from labs, blood work, or additional time in the hospital 

immediately following the visit. It is usually effective for the 

USP to have a brief excuse to avoid getting labs ordered by a 

physician; they might “have no time because they need to go 

back to work” or they “just don’t want to today.” USPs 

should hold on to any paperwork they are given (prescrip-

tions, referrals, after visit summaries, etc.) and return it to the 

USP coordinator after their visit.

 Post-visit

After the visit is complete, the USP will complete the evalu-

ation checklist of the visits. This can be done on a phone, 

iPad, or computer either on site (if the visit was near the 

USP coordinator’s office/desk) or off-site (if the USP visit 

was not near the coordinator). It is also ideal for the coordi-

nator to debrief the visit with the USP, either in-person or on 

the phone. During this discussion, logistical issues/chal-

lenges can be noted, and the USP can share additional quali-

tative data. Topics raised during the debriefing include the 

atmosphere of the clinic, the conduct of the clinician and/or 

medical assistants, and the degree of difficulty in navigating 

the clinic. Debriefing sessions should also explore facilita-

tors and barriers to patient care. The USP coordinator should 

track unexpected occurrences during the visit or changes in 

the hospital system that might impact future USP visits.

 Alternative Model: Remote USP Visits

While this chapter outlines the implementation of USPs for 

in-person visits with a clinician, it is relatively simple to 

modify the model to evaluate virtual clinical encounters. 

Given the COVID-19-induced rapid increase in remote 

(video or audio) care in the spring of 2020, the ability to 

assess virtual visits for quality control and quality improve-

ment is crucial for modern health systems. USPs present a 

useful strategy for this work. Key modifications to the pro-

cess are noted below.

 Cases

Because virtual visits require distinct clinical skills related to 

the use of technology and the ability to observe or explore 

the patient’s home environment, USP cases should be 

designed to adequately evaluate these skills, for example, an 

older adult case with obvious tripping hazards in the back-

ground or a patient who cannot remember the name of her 

medication but, if asked, can go to the bathroom and read or 

show the prescription bottle. Sample telemedicine checklist 

items can be found in Chap. 9, Table 9.1.

 Training

While the initial two trainings can be conducted in person or 

remotely, the final training with a clinician should be con-

ducted virtually to ensure the USP case is conveyed appro-

priately over video/audio and the video background is 

appropriate. The USP coordinator should schedule a test 

visit with a clinician so the USP can try out the process of 

signing in and out of an actual virtual visit.

 Location of Visits

Remote visits can be conducted by the USP in their own 

home. When training the USP, be sure to identify the most 

appropriate, realistic location in their home for them to con-

duct the remote visit. In addition to the standard demographic 

information for each visit (name, DOB, address), the USP 

will also need a fake EMR log-in which the clinical adminis-

trator should be able to provide.

 Post-visit Debrief

At the end of the visit, the USP should debrief with the USP 

coordinator on the phone, complete the checklist online, and 

then alert the USP coordinator that that the visit is complete.

 Chart Review for Remote and in-person USP 
visits provides additional information

Review of the clinical note that the clinician writes during 

the USP encounter can provide additional information on 

their skills. The USP program team should develop a chart 

review checklist that includes items to assess how the clini-

cal record captures the physical exam, patient medical his-
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tory, treatment plan, and follow-up care including any 

prescriptions, labs, or referrals. There may be significant 

overlap between USP checklist items and chart review items. 

The chart review does not need to be completed by a clini-

cian; with proper training, it can be completed by any mem-

ber of the USP team. Chart review data will allow you to 

compare what the clinician does as reported by the USP and 

what the clinician documents in the medical record, as well 

as how well the system responded to their charting.

Depending on which EMR system is used, the export or 

login process to access the chart will look different. It is likely 

easiest to have a clinician export PDFs of the charts or to have 

the USP coordinator secure read-only access to the EMR.

 Budgeting for USPs

The USP coordinator can keep track of the program costs in 

an Excel spreadsheet. All training and visit costs for each 

USP should be documented and updated frequently to ensure 

the program stays within the budget. The spreadsheet should 

include the name and contact information of each USP, list 

every date each USP worked, and include the amount USPs 

were paid for each visit or training session. While the USP 

coordinator should always keep track of the USP hours, if 

the USPs are recruited through a medical school, it may be 

necessary to pay them through the medical school directly.

 Alternative Model: Announced Standardized 
Patient (ASP) Visits

USPs provide a valuable mechanism by which to understand 

a patient’s clinical experience; however logistics, time avail-

able, and interest from leadership can present significant bar-

riers. Encounters using announced standardized patients 

(ASPs), where the clinic and clinician are informed that the 

patient is an actor, can be simpler to implement and provide 

much of the same information as USPs. For instance, ASPs 

allow the clinician to practice core skills in their “real envi-

ronment” using the same EMR they use with real patients. 

ASP visits should be scheduled through the same process as 

a USP visit, but the clinician should be made aware that they 

will receive a visit at a particular time. The clinician should 

be instructed to treat the ASP visit as they would a regular 

visit and should not be informed of the details of the case. A 

notable benefit of using an ASP over a USP is that the ASP 

can provide immediate feedback to the clinician at the end of 

the visit before completing the standardized checklist, 

whereas the USP must remain in character until the visit 

ends. Table 4.3 outlines key differences between USP and 

ASP visits.

 Practical Use of USP Data: Learner, Clinical 
Microsystem, and Programmatic Evaluation

USP visits provide a wealth of information for learners, 

clinical leaders, and education leaders that can facilitate the 

growth of a learning health system (Fig. 4.1). The SP collects 

data from the moment they walk into the office till they 

leave. From this data, the USP team can create and dissemi-

nate (1) individual reports for learners on their overall per-

formance across the USP cases they received (Fig. 4.2) and/

or (2) summary reports for educational or clinic leadership 

on the overall performance of their residents/learners, includ-

ing information on patient safety, patient centeredness, 

screening assessments, and team skills (Fig. 4.3).

For further analysis of USP data, USP scores can also be 

compared to OSCE performance to determine how individu-

Table 4.3 USP and ASP similarities and differences

Type of visit Unannounced standardized patient Announced standardized patient

Cases The same cases can be used for ASP and USP visits

Recruitment The same SPs can be used for ASP and USP visits

Training USP and ASP training for the visit is the same ASPs should receive additional training on how to 
debrief the visit with the clinician at the end of the 
visit

Clinic location of visits USP and ASP visits should both occur in the clinician’s regular clinical space

Scheduling visits Visits should be scheduled with a clinic 
administrator who will not disclose visit to clinical 
team and will ensure the visit looks normal in the 
clinician’s schedule

Visits can be scheduled in clinician’s regular 
schedule or during protected, nonclinical time; they 
can be scheduled with the clinician or through the 
regular system

Post-visit USP cannot provide immediate feedback so as not 
to “unmask” the case for future visits to other 
clinicians in the system

Opportunity to provide clinician with immediate 
feedback about their performance

Evaluation of clinician Clinician is unaware that they are being evaluated Clinician is aware that they are being evaluated

Evaluation of microsystem Clinical system (front desk, medical assistant) is 
unaware that they are being evaluated

Clinical system (front desk, medical assistant) is 
aware that they are being evaluated
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Fig. 4.2 Sample individual clinician USP report
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Fig. 4.2 (continued)
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Fig. 4.3 Sample clinic-level USP report
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Fig. 4.3 (continued)
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Fig. 4.3 (continued)

S. Zabar et al.



57

Fig. 4.3 (continued)
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Fig. 4.3 (continued)

als perform in a testing situation (OSCE) vs. the “real world” 

(USP) in the clinical environment. The sample evaluation in 

Fig. 4.4 shows resident communication skills by individual 

and mean cohort as measured in an eight-station OSCE and 

across multiple USP visits (% checklist items “well done”). 

The particular resident in the sample report (“Dr. K”) actu-

ally shows a trend of performing better in USP visits as com-

pared with OSCE encounters.
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Fig. 4.4 Sample learner 
feedback report: OSCE vs. 
USP communication 
performance. Communication 
sub-competency scores 
reported: information 
gathering, relationship 
development, patient 
education and counseling, and 
organization and time 
management

 Our Experience with USP Outcomes 
and the Learning Health System

As defined by the Agency for Health Care Research and 

Quality (AHRQ), a learning health system is “a health sys-

tem in which internal data and experience are systematically 

integrated with external evidence, and that knowledge is put 

into practice.” This enables healthcare systems to provide 

higher quality, safer and more efficient care (Fig. 4.1). USPs 

are a mechanism of establishing a learning health system as 

USPs quickly and systematically collect data and  information 

about their experiences, which can be fed back to 

clinical leadership.

In our program, USPs evaluate clinical microsystem func-

tioning as well as learner performance (residents and attend-

ing clinicians) at urban public ambulatory care clinics, 

private primary care clinics, and a private college health cen-

ter, among others. During each visit, USPs evaluate learners’ 

case-specific performance and the broader clinical system. 

These items include whether the medical assistants greet the 

USP within a reasonable time frame; introduce themselves; 

wear a visible name tag; wash hands before touching the 

USP; measure the USP’s height, weight, and blood pressure; 

and screen for depression. All USPs use the same behavior-

ally anchored checklist to assess clinician performance and 

the general experience of the clinic: ease of navigating the 

system, team functioning, and overall staff professionalism. 

Then, we create reports to feed this information back to the 

clinical or educational leadership, who in turn can create sys-

tems or curricular change.

Many of our projects focus on system-wide assessment and 

quality improvement. From 2011 through 2020, our team 

facilitated 987 USP visits with residents associated with our 

institution. When the COVID-19 pandemic restrictions shifted 

care to telemedicine, the need for comprehensive telemedicine 

evaluations and trainings became clear. Our team worked 

quickly to implement 2 telehealth USP programs with 104 

remote USP visits conducted over video or phone. Other proj-

ects have explored system competency for addressing specific 

aspects of the visit, such as screening for social determinants 

of health [24] or depression [25], and preparedness for emerg-

ing health challenges, such as the COVID-19 pandemic [22] 

and teaching telemedicine skills [34]. Table 4.4 lists some of 

our USP programs’ actionable recommendations.
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Table 4.4 Sample USP programs and findings

USP program and reporting structure Issue identified Actionable recommendation

Program: USP visits (n = 72) evaluate 
telemedicine care at three urban ambulatory 
care clinics
Reports/feedback: Aggregate, de-identified 
report to clinical leadership team; individual 
report to clinician

(1)  System issues related to the remote 
platform

(2)  Clinics struggling to integrate the clinical 
care team into the telehealth visit (e.g., 
36% of USPs received a pre-visit call)

(3)  Clinicians were burdened with most 
screening and follow-up tasks (e.g., only 
5% were screened for depression)

•  Establish standardized call procedures to 
collect screening and insurance 
information in addition to reminder 
notifications

•  Determine differences between pre-visit, 
portal, and in-visit screenings

•  Define the role of the care team in 
conducting screenings

Program: USP visits (n = 4) assess a clinic’s 
COVID-19 preparedness and ability to 
rapidly identify and isolate potentially 
infected individuals at onset of pandemic
Reports/feedback: Aggregate, de-identified 
report to clinical leadership team, USP 
discloses identity after clinical team isolates 
them and then provides immediate feedback

(1)  In half of the visits, frontline staff either 
failed to recognize or solicit triggers that 
would have merited immediate isolation 
of the patient

(2)  In half of the visits, frontline staff told the 
USP to go to another floor or return to the 
waiting room until further notice without 

providing a mask or calling a nurse or 

other clinician to perform a clinical 

assessment

•  Clarify to front desk staff protocol for 
potentially infected individual

•  Staff feedback informed necessary 
protocol changes for handling patients 
under investigation in future encounters

Program: USP visits (n = 85) assess clinic 
screening and internal medicine (IM) 
residents’ practices in identifying, 
documenting, and treating depression
Reports/feedback: Aggregate, de-identified 
report to residency leadership team; 
individual report to resident

(1)  Only 85 residents (66%) appropriately 
referred the USP

(2)  79 residents (61%) provided guideline- 
appropriate treatment 

(3) 59 residents (46%) prescribed an SSRI
(4) 49 (38%) scheduled a 2-week follow-up
(5)  40 (31%) did not add depression to the 

problem list

•  Clarify referral protocol for patients with 
positive PHQ-9

•  Refresh preceptors on appropriate 
follow-up visit timeline for patient with 
concern for depression

 Conclusion

USPs offer great promise for overcoming methodological 

issues often associated with OSCEs, ASPs, and other tradi-

tional assessment methods. Trained to be reliable and unbi-

ased raters of clinical performance and clinic functioning, 

USPs provide feedback that reflects the actual practice of 

healthcare systems. USPs offer unique insight into the per-

spective of the patient and avoid the biases of patient surveys 

and the “Hawthorne effect,” or the altered behavior of clini-

cians in OSCEs due to their awareness of being observed. 

Though possible detection of USPs and concerns about the 

ethics of sending “fake” patients to clinics may limit the 

effectiveness of a USP program, the structured feedback pro-

vided by USPs can be exceptionally valuable. We highly rec-

ommend implementing a USP program to measure and 

improve health systems.
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5Post-encounter Learning 
and Assessment of Clinical Reasoning: 
Patient Notes and Reflections

Verity Schaye, Ruth Crowe, Christine Beltran, 
and Colleen Gillespie

Although some skills of clinical reasoning can be assessed 

with the OSCE patient interview and physical examination, a 

post-encounter patient note and reflection affords the opportu-

nity for the learner to demonstrate the ability to organize infor-

mation gathered, synthesize and interpret data, and document 

a prioritized differential diagnosis and management plan.

 Background

Clinical reasoning is a complex construct with multiple com-

ponents including information gathering, hypothesis genera-

tion, forming a problem representation (a summary of the 

patient presentation using abstract terms, unified medical 

concepts, and semantic qualifiers), formulating and prioritiz-

ing a differential diagnosis with diagnostic justification, and 

finally, developing a management and treatment plan [1, 2, 

3]. Assessment of clinical reasoning can be challenging, and 

a good assessment program should include multiple assess-

ment methods, cover all components of the clinical reason-

ing process, and include assessments from both the simulated 

clinical environment and workplace-based setting [2, 3].

Incorporating OSCEs into assessment programs provides 

an ideal platform for students to practice and receive feed-

back on clinical reasoning skills [2, 3]. In particular, the 

post-encounter note provides opportunities to further probe 

the clinical reasoning processes of the learner [2, 3]. The 

post-encounter note was an essential component of clinical 

reasoning assessment in the United States Medical Licensing 

Examination (USMLE) Step 2 Clinical Skills (CS) exam [4]. 

Although more challenging to execute due to resource 

requirements, post-encounter oral presentations fulfill a sim-

ilar function [2]. Here, we describe the steps required to 

implement post-encounter notes in an OSCE program.

 Steps to Implement Post-encounter Notes

OSCEs can be labor- and resource-intensive, and it benefits 

both the learner and the assessor to maximize opportunities 

from the encounter—post-encounter notes are one important 

strategy to achieve this. Other post-encounter experiences, 

such as oral presentations or computer literature searches 

related to the scenario, are also opportunities for OSCE enrich-

ment and assessment of clinical reasoning. In this chapter, we 

will focus on the post-encounter note. There are several key 

steps to consider when implementing post- encounter notes:

 1. Develop a conceptual model of assessment.

 2. Create standardized note templates and assessments that 

map to the conceptual model.

 3. Prepare learners by sharing expectations.

 4. Recruit and train note assessors.

 5. Provide learners feedback and an opportunity for reflec-

tion and goal setting.

 6. Consider integration of artificial intelligence (AI)  into 

note assessment and feedback.

 Step 1: Develop a Conceptual Model 
of Assessment

At NYU undergraduate medical  education, we have adopted 

three assessment frameworks around which our OSCE assess-

ments are organized: the RIME framework, Entrustable 

Professional Activities (EPAs), and illness script theory [1, 5, 6] 
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Mental representation of 
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Educator Manager Interpreter 
RIME 

FRAMEWORK 
Reporter 

SUBJECTIVE
(Patient Story) 

HISTORY 

Chief Concern
HPI 

PMH 

PSH

Social History 

Family History

Meds

Allergies 

ROS 

ASSESSMENT 
(Problem Statement/ DDX)

SUMMARY STATEMENT/ 

PROBLEM REPRESENTATION

Epidemiology 
Time Course 

Syndrome Statement 

Tiered Differential Diagnosis 
Tier 1 (very likely, likely) 

Tier II (less likely, can’t miss) 
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Testing 
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(Next Steps)

RECOMMENDATION OF 

DIAGNOSTIC TESTING 

TREATMENT 

Medication 
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modifications, patient 
education) 

Referrals 

Routine screening
Health maintenance 

SOAP

NOTE 
TEMPLATE

Fig. 5.2 Mapping of note 

template to assessment 

framework

(Fig. 5.1). The RIME framework helps describe student prog-

ress along a developmental continuum: reporter (trainee can 

accurately gather and communicate patient information, inter-

preter (trainee can prioritize and analyze patient problems), 

manager (trainee can propose reasonable treatment options 

incorporating patient’s circumstances and preferences), and 

educator (trainee has consistent level of knowledge of current 

medical evidence and can critically apply that knowledge to 

patients) [6]. EPAs—the abilities expected of a graduating med-

ical student upon entering residency—offer a broader assess-

ment framework, the majority of which are well captured by 

performance-based assessment [5]. Lastly, illness scripts are 

organized mental representations of diseases that get stored in a 

clinicians’ memory and are foundational to teaching and assess-

ing clinical reasoning [7]. Teaching students to form patient 

summaries as problem representations facilitates retrieval of 

those illness scripts [1]. These are not the only assessment 

frameworks to consider, but it is an essential first step to agree 

upon a shared mental model before implementing a post-

encounter note and assessment of clinical reasoning [8].

 Step 2: Create Standardized Note Templates 
and Assessments That Map to the Conceptual 
Model

Once you have agreed upon a conceptual model, it is essential 

to create standardized note templates and assessment rubrics 

that map to the conceptual model (Fig.  5.2). Assessment 

rubrics should be consistent across the program, allowing data 

to be accessed and visualized in powerful ways to analyze 

learner growth and to use for program evaluation purposes. 

Standardized note templates are useful tools for educators to 

“build” their post-encounter note tailored to the level of the 

learner. The note template shown in Fig. 5.3, which includes 

extensive prompts, details what information should be 

included in each section of a note to help guide preclinical 

learners with their note-writing. For advanced clinical learn-

ers, there should be little to no prompts as they should be 

assessed on knowing what information should be included in 

their note and under which section. As learners develop skills 

and as OSCE resources allow, additional data can be provided 
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Fig. 5.3 OSCE note template and assessment: preclinical learners receive more extensive prompts, and clinical/advanced learners receive less 

extensive prompts

to the learner after the patient encounter, such as diagnostic 

testing (lab results and/or imaging) that would further probe 

the ability to interpret new data, reconsider the diagnosis, and 

make recommendations for next steps. Assessment rubric 

items of these higher-level skills should be added, as high-

lighted in the call out boxes on the right of Fig. 5.3.

 Step 3: Prepare Learners by Sharing 
Expectations

It is important to provide learners with explicit preparatory 

instructions and materials with which to prepare for the 

encounter and post-encounter; clear expectations allow the 

learner to derive maximum benefit from the session and 

maximizes the value of the assessment. A consistent shared 

mental model of assessment and framework for the structure 

and function of the note are all key steps in setting these 

expectations. As described above, less prompting is neces-

sary as learners advance.

 Step 4: Recruit and Train Note Assessors

Creating clear assessment rubrics (Figs. 5.4 and 5.5) and 

note assessment scoring sheets (Fig. 5.6) leverages possi-

bilities for note assessment which is always a resource 

challenge. With clear instructions and processes, the notes 

can be assessed with minimal training using those avail-

able: faculty, admin teams, near-peer senior students, and 

even peers. Notes should always be de-identified to pre-

vent bias.

 Step 5: Provide Learners Feedback 
and an Opportunity for Reflection and Goal 
Setting

Consistent note templates and assessment rubrics across the 

program also facilitates providing consistent feedback to 

learners. Reflection on post-encounter note feedback is an 

opportunity to close the learning loop and support master 

adaptive learning. Analysis of feedback can identify learning 

gaps through synthesis of self-assessment and external feed-

back, which encourages goal setting and identification of 

strategies to achieve those goals. The next OSCE provides 

practice implementing those skills, which in turn generates 

iterative feedback with a shared vocabulary and ultimately 

integrates new skills into daily practice [9]. It can be effec-

tive to create a reflection exercise that ensures that the learner 

processes the feedback provided and does create specific 

learning goals for future growth. This is also an opportunity 

to tie reflection back to the conceptual model of assessment. 

For example, we emphasize the concept of illness script the-

ory and problem representation matching in our post-OSCE 

reflections (Fig. 5.7).

5 Post-encounter Learning and Assessment of Clinical Reasoning: Patient Notes and Reflections
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REPORTER

1. Chief Concern (CC) - includes demographics, symptom, time frame

NOT DONE: Missing at least two of the following: demographics, symptom, time frame OR Not done at all

PARTLY DONE: Missing at least one of the following: demographics, symptom, time frame OR contains extraneous information

WELL DONE: Has all three of the following: demographics, symptom, time frame AND does not contain extraneous information

2. HPI- baseline health

NOT DONE: No information is provided regarding patient's baseline health and functioning prior to the presenting problem developing

PARTLY DONE: Insufficient information is provided regarding patient's baseline health and functioning prior to the presenting problem developing to 
inform the differential diagnosis and management plan

WELL DONE: Complete information is provided regarding patient's baseline health and functioning prior to the presenting problem developing to 
inform the differential diagnosis and management plan

3. HPI - Attributes of the symptom includes information concerning:
-Onset
-Character
-Location (if relevant)
-Radiation (if relevant)
-Severity (including impact on baseline function)
-Duration
-Timing
-Alleviating factors
-Aggravating factors
-Associated symptoms

NOT DONE: HPI is missing several attributes of the presenting symptom(s) not creating a clear picture of the problem resulting in insufficient 
information to make an informed prioritized differential diagnosis

PARTLY DONE: HPI includes some of the attributes of the presenting symptoms(s) BUT is missing some key items necessary to provide enough 
information to make an informed prioritized differential diagnosis

WELL DONE: HPI includes most or all attributes of the presenting symptom(s), creating a clear picture of the problem, providing enough information to 
make an informed prioritized differential diagnosis

4. HPI - Risk factors that inform the priortized differential diagnosis are included in the HPI (e.g. smoking history in a patient presenting with
cough)

NOT DONE: Not provided OR missing several key risk factors that inform the prioritized differential diagnosis

PARTLY DONE: Includes some key risk factors BUT misses others that would inform the prioritized differential diagnosis

WELL DONE: Includes most or all key risk factors that inform the prioritized differential diagnosis

5. HPI - Pertinent negatives that help lower the liklihood of certain diagnoses are included in the HPI

NOT DONE: Not provided OR missing several key risk factors that inform the prioritized differential diagnosis

PARTLY DONE: HPI includes some key pertinent negatives that inform the prioritized differential diagnosis BUT misses other important pertinent 
negatives that would inform the differential diagnosis

WELL DONE: HPI includes most or all key pertinent negatives that inform the prioritized differential diagnosis

6. HPI - Time Course: HPI includes a clear timeline of events in an organized and logical fashion

NOT DONE: HPI is missing a clear timeline of events

PARTLY DONE: HPI is documented in some chronological order but with lapses in clarity in the sequence of events

WELL DONE: Chronology starts at an appropriate point in the disease timeline, then proceeds logically with minimal breaks in flow to give a clear HPI 
narrative that allows for clear understanding of the sequence of events

7. Past Medical History

NOT DONE: PMH is not documented

PARTLY DONE: PMH is documented BUT is missing key information

WELL DONE: PMH includes most or all key information

8. Past Surgical History

NOT DONE: PSH is not documented

PARTLY DONE: PSH is documented BUT is missing key information

First Year Practice of Medicine - Note Assessment

WELL DONE: PSH includes most or all key information

Fig. 5.4 Sample note assessment rubric for preclinical learner (without assessment of more advanced skills)
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9. Medications are documented including dose, route, & frequency

NOT DONE: Medications are not listed OR medications are missing from list

PARTLY DONE: Medication list is complete AND includes at least 2 out of the 3 of dose, route, & frequency for each medication

WELL DONE: Medication list is complete AND lists dose, route, & frequency for each med

10. Allergies are listed including adverse reaction.

NOT DONE: Allergies are not listed OR were not obtained OR NKDA is documented (and clinically inaccurate)

PARTLY DONE: Allergy list is incomplete OR adverse reactions are not listed for each allergy

WELL DONE: All allergies are listed WITH adverse reactions OR NKDA is documented (if clinically accurate)

11. Social History-includes information about 1) tobacco, alcohol and substance use 2) family and support structure 3) diet and exercise 4)
occupation 5) social determinants of health 6) sexual history

NOT DONE: Social History is not documented OR extremely limited

PARTLY DONE: Social history is included BUT is missing key information

WELL DONE: Social history is included and includes most or all key information

12. Family history-includes relevant problems especially those that relate to the presenting concern

NOT DONE: Family History is not documented OR extremely limited

PARTLY DONE: Family history includes some of the pertinent history BUT is missing key information

WELL DONE: Family history includes most or all of the pertinent history

13. General Appearance

NOT DONE: General appearance is not documented.

PARTLY DONE: General appearance is incomplete OR is not accurate.

WELL DONE: General appearance is complete AND accurate.

14. Vital Signs

NOT DONE: Vital signs are not documented

PARTLY DONE: Vital signs are incomplete OR are interpreted instead of reported

WELL DONE: All available vital signs are complete with numeric values AND without interpretation

15. Cardiovascular Exam

NOT DONE: no exam documented

PARTLY DONE: Exam documented BUT is incomplete OR includes incorrect descriptors of exam findings OR includes subjective information that 
should be included in history OR includes interpretation

WELL DONE: Appropriate focused exam is completely documented AND includes correct descriptors of exam findings AND excludes subjective 
information that should be included in history AND excludes interpretations

16. Extremeties

NOT DONE: no exam documented

PARTLY DONE: Exam documented BUT is incomplete OR includes incorrect descriptors of exam findings OR includes subjective information that 
should be included in history OR includes interpretation

WELL DONE: Appropriate focused exam is completely documented AND includes correct descriptors of exam findings AND excludes subjective 
information that should be included in history AND excludes interpretations

INTERPRETER

17. Summary Statement/Problem Representation: a concise synthesis of the patient's presentation including:
Key demographics, epidemiology and risk factors, temporal pattern of illness, and key signs and symptoms and lab/imaging data (if provided).
Information should be given in abstract terms (2 days->acute), medical terminology (yellowing of skin->jaundice), unified medical concepts
(HTN, diabetes and tobacco use->cardiovascular risk factors), and semantic qualifiers (paired opposing descriptors that can be used to compare
and contrast diagnostic considerations e.g. monoarticular vs polyarticular).
It SHOULD NOT include diagnoses.

NOT provided OR Does not synthesize information (does little more than repeat CC/HPI) OR provides DX/DDX (does not belong here)

Begins to synthesize key findings but includes extraneous information OR missing key clinical findings from epidemiology/risk factors, time course,
signs/symptoms/labs/diagnostic testing

Adequately synthesizes key clinical findings AND includes most key findings from epidemiology/risk factors, time course,
signs/symptoms/labs/diagnostic testing BUT does NOT put most key findings in abstract terms, medical terminology, unified medical concepts and
semantic qualifiers

Adequately synthesizes key clinical findings AND includes most key findings from epidemiology/risk factors, time course,
signs/symptoms/labs/diagnostic testing AND puts most key findings in abstract terms, medical terminology, unified medical concepts and
semantic qualifiers

Fig. 5.4 (continued)
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18. Diagnosis #1 in the Differential Diagnosis: prioritized differential diagnosis of most likely, less likely, and least likely including "can't miss"
diagnoses

NOT DONE: NOT provided OR Unacceptable diagnosis based on likelihood

PARTLY DONE: Acceptable diagnosis BUT NOT tiered properly (is significantly less likely than designated) OR diagnosis given as category (e.g. 
malignancy)

WELL DONE: Acceptable diagnosis AND well-tiered

19. Diagnosis #2 in Differential Diagnosis: prioritized differential diagnosis of most likely, less likely, and least likely including "can't miss"
diagnoses

NOT DONE: NOT provided OR Unacceptable diagnosis based on likelihood

PARTLY DONE: Acceptable diagnosis BUT NOT tiered properly (is significantly less likely than designated) OR diagnosis given as category (e.g. 
malignancy)

WELL DONE: Acceptable diagnosis AND well-tiered

20. Diagnosis #3 in Differential Diagnosis: prioritized differential diagnosis of most likely, less likely, and least likely including "can't miss"
diagnoses

NOT DONE: NOT provided OR Unacceptable diagnosis based on likelihood

PARTLY DONE: Acceptable diagnosis BUT NOT tiered properly (is significantly less likely than designated) OR diagnosis given as category (e.g. 
malignancy)

WELL DONE: Acceptable diagnosis AND well-tiered

21. Diagnostic Justification for Diagnosis #1: supporting and refuting evidence is given from history, physical and lab/imaging data (if provided).
Comparing/contrasting the problem representation of the patient presentation to the illness script of the disease listed in your differential
diagnosis.

NOT DONE: NOT provided OR missing MOST key information (pertinent positives and negatives) from history, physical, and lab/imaging (if provided)

PARTLY DONE: Missing SOME key information (pertinent positives and negatives) from history, physical, and lab/imaging (if provided)

WELL DONE: Includes MOST OR ALL key information (pertinent positives and negatives) from history, physical, and lab/imaging (if provided)

22. Diagnostic Justification for Diagnosis #2: supporting and refuting evidence is given from history, physical and lab/imaging data (if provided).
Comparing/contrasting the problem representation of the patient presentation to the illness script of the disease listed in your differential
diagnosis.

NOT DONE: NOT provided OR missing MOST key information (pertinent positives and negatives) from history, physical, and lab/imaging (if provided)

PARTLY DONE: Missing SOME key information (pertinent positives and negatives) from history, physical, and lab/imaging (if provided)

WELL DONE: Includes MOST OR ALL key information (pertinent positives and negatives) from history, physical, and lab/imaging (if provided)

23. Diagnostic Justification for Diagnosis #3: supporting and refuting evidence is given from history, physical and lab/imaging data (if provided).
Comparing/contrasting the problem representation of the patient presentation to the illness script of the disease listed in your differential
diagnosis.

NOT DONE: NOT provided OR missing MOST key information (pertinent positives and negatives) from history, physical, and lab/imaging (if provided)

PARTLY DONE: Missing SOME key information (pertinent positives and negatives) from history, physical, and lab/imaging (if provided)

WELL DONE: Includes MOST OR ALL key information (pertinent positives and negatives) from history, physical, and lab/imaging (if provided)

24. EPA 1a. Information Gathering
- chief complaint
- attributes
- risk factors
- pertinent negatives

POOR: Neither patient-centered nor adequate to learn about the patient or condition; acquires inaccurate, incomplete or excessive information

BEGINNING: Gathers some key data but lacks organization and completeness; does not use patient-centered interview skills such as open-ended 
questions, avoiding jargon, active listening, acknowledging emotions, and incorporating responses consistently.

COMPETENT: Obtains organized, accurate and complete history that supports a strong but not fully prioritized differential diagnosis; some missed 
opportunities for patient-centeredness.

STRONG: Appreciates subtleties and builds rapport by listening to, informing, and involving patients. Uses culturally-sensitive, patient-centered 
approach to an organized, accurate and complete history supporting a thorough differential diagnosis.

25. EPA 1b. Physical Examination
- complete
- properly recorded

POOR: Exam is not patient-centered (lacking privacy, draping, comfort, communication) and/or misses major findings and/or uses incorrect technique 
with insufficient insight and improvement.

BEGINNING: Minimally competent, patient-centered exam; major findings identified but awkward, over-inclusive or incomplete.

COMPETENT: Patient-centered, well-executed examination that is organized, complete, and targeted to relevant areas.

STRONG: Patient-centered, well executed and articulated examination that is organized and complete to task; incorporates history to explore pertinent 
findings and elicit subtle findings.

26. EPA 5. Written Documentation

POOR: Report is disorganized, inaccurate, or incomplete; inadequate medical terminology; does not discriminate relevance; interpretation below 
expectations

BEGINNING: reports in rote form that relies on norms rather than specific context, lacks supporting detail or interpretation, or is over-inclusive or 
redundant, with some errors.

COMPETENT: records organized, accurate, prioritized, key information in a timely manner with both comprehensive reporting and synthetic 
interpretation.

STRONG: records organized, relevant story with sophisticated use of medical terminology for subjective, objective, and interpretive data; concise and 
complete, analytic approach to understanding disease.

Fig. 5.4 (continued)
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Fig. 5.5 Additional items that can be incorporated into the sample note assessment rubric in figure 5.4 in order to assess a clinical learner with 

more advanced skills
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Fig. 5.6 Note assessment 

scoring sheet

V. Schaye et al.
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Fig. 5.6 (continued)
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Fig. 5.7 A sample post-OSCE guided reflection and goal setting sheet
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Goals set by learners can be very rich and incorporate dif-

ferent clinical skill domains.

•  On the next clerkship OSCE, I also want to focus on writing a 

more succinct problem representation. I particularly struggle 

with grouping symptoms and findings into clusters.

•  Become more adept at selecting a focused physical exam based 

off of my differential diagnosis. For example, checking nails in 

a case of suspected COPD or lung cancer.

•  On the next clerkship OSCE I will ask my patients what they 

know about a topic before teaching and telling them more 

information about their diagnosis and potential plan.

Prompting learners to reflect on their prior goals immedi-

ately before the next OSCE can help facilitate their 

implementation.

 Remediation

Post-encounter notes that are scored using consistent  assessment 

rubrics provide an opportunity to identify struggling learners 

and target remediation to the domain of deficiency. Identifying 

whether the learner shows deficits in information gathering, 

physical examination, data interpretation, synthesis of key data, 

formulation of differential diagnosis, or the ability to formulate 

a treatment plan enables the opportunity to deliver personalized 

support and remediation plans.

 Future Directions: Integration of Artificial 
Intelligence into Assessment and Feedback

After initial implementation, one of the most ongoing 

resource-intensive components of post-encounter notes is 

rater recruitment and training. A potential future direction 

to overcome this challenge is the use of artificial intelli-

gence (AI)-assisted scoring  of post-encounter notes. The 

NBME had developed a natural language processing 

(NLP)-based scoring system for Step 2 Clinical Skills notes 

and planned to supplement expert judgements with com-

puter-assisted scoring [4]. The more recent advances of 

large language models (LLMs) have greatly enhanced the 

capabilities of using AI as a tool in post-encounter note 

assessment and feedback [10].  When integrating AI into 

assessment, important considerations are whether the 

OSCE is a formative (low-stakes) or summative (high-

stakes) assessment and the performance characteristics of 

the AI-based assessment tool [11]. As health information 

technology is such an important component of how we 

practice medicine, additional future directions should also 

include  integration of the electronic health record (EHR) 

into the OSCE post-encounter. Ensuring learners are able to 

use the EHR without compromising the doctor–patient 

relationship and are proficient in documenting in the EHR 

are essential skills [12].

Fig. 5.7 (continued)
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6Data for Learning and Program 
Evaluation: Managing, Analyzing, 
and Reporting OSCE Data

Colleen Gillespie and Tavinder K. Ark

 Introduction

Assessing performance is usually a sine qua non—an essen-

tial aspect—of the OSCE, whether the results are to be used 

for formative feedback, summative grading, entrustable or 

milestone judgments, program evaluation, or all of the above. 

In Chap. 2 (Organizing OSCEs (and Other SP Exercises) in 

Ten Steps), Steps 5, 7, and 9 provide broad overviews and 

practical tips for, respectively, designing assessments, train-

ing assessors, and collecting, managing, and analyzing 

OSCE data. In this chapter, we aim to provide a more in- 

depth guide for maximizing the educational yield of OSCE 

data: wrangling, analyzing, visualizing, and reporting on 

OSCE assessment data to support learning and skill develop-

ment at all levels, including individual learners, faculty edu-

cators and coaches, and education/training programs. While 

the specifics of data and statistical and psychometric analy-

ses are certainly beyond the scope that can be covered in a 

chapter, as are the wealth of new programs and applications 

used in data collection and investigation, we hope to provide 

readers with a relatively simple and understandable outline 

for how to approach OSCE data management, reporting, and 

analysis. Ultimately, we believe that with the explosion of 

data science advances (e.g., the era of big data, growth and 

adoption of new analytic programming languages such as R 

and Python and platforms such as Tableau and other dynamic 

dashboard applications, artificial intelligence/machine learn-

ing, and the increasing analytic sophistication of the educa-

tion community), there is tremendous opportunity for 

enhancing our effective and efficient use of OSCE assess-

ment data to achieve the mission of ensuring a highly skilled 

and competent health professional workforce.

Our sense of the current state of the art in OSCE reporting 

is that most programs have moved beyond collecting assess-

ment data via paper forms to, at minimum, online data entry/

collection platforms and in many cases, sophisticated simu-

lation software systems (such as B-Line/SIM-IQ, EMS, and 

the like). These approaches have made it possible to have 

almost instantaneous access to well-structured and complete 

assessment data—an essential requirement for reporting. 

However, we believe that many of us are still struggling with 

how best to turn those data into interpretable, actionable, and 

educationally meaningful information. Leveraging OSCE 

data for impact requires, first, clear specification of the goals 

for and uses of assessment results; then, careful attention to 

data “pipelines”—the life cycle of data from collection to 

cleaning to rationalizing to quality assurance to analysis to 

output; and finally, thoughtful use of the rapidly expanding 

options for analyzing, reporting, and visualizing data.

 Managing Data: Data Processes and Data 
Pipelines

Data “processing” represents all the ways in which data 

must be dealt with prior to making use of it—from the point 

after it has been collected to reporting and interpretation. It 

includes many aspects with lots of great descriptive terms: 

data cleaning, data hygiene, data wrangling, data re-struc-

turing, defining data, rationalizing data, etc. We describe in 

the “Quality Assurance” section below some simple 

approaches to reviewing the quality of one’s OSCE data. 

Here, we focus on the processes that can be built into a 

“data pipeline” to maximize the timeliness, interpretability, 

and usefulness of OSCE data. Automated data capture-to-

reporting systems are much more accessible of late and can 

therefore be leveraged to make the best use of OSCE 

assessments. These systems accurately collect assessment 

data in structured, well-defined data fields; provide 
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 opportunities to define the data elements and “map” the 

items to conceptual domains of assessments (competen-

cies, entrustable professional activities, skill areas); run 

routine psychometrics to determine the quality of the data 

and of scores calculated from the raw data; generate scores; 

provide reports and visualizations of the data to educators, 

program evaluators, and learners (and for research too); 

and facilitate interactive queries and analysis of the data via 

dynamic dashboards.

 Metadata: Rationalizing Data

Rationalizing data is the process of ensuring that everyone 

who works with the data knows all that they need to know 

about those data elements: information on the context of 

the data collection, the actual questions and items, the 

response options and labels, and the identity of the learners 

and assessors—all the “meta” data (data about data) that 

defines the assessment data.

 Data Dictionaries

The data dictionary is the most basic version of rationalization. 

Data dictionaries should contain the following: the actual 

assessment items (verbatim); the variable name or data field 

name that maps to that item; the labels for the available response 

options for that item, including both values and labels (e.g., 

0 = not done; 1 = partly done; 2 = well done or 1 = Beginning 

Skills; 2 = Approaching Competence; 3 = Competent; 4 = Able 

to Teach/Educate); default and permissible values; and any 

other relevant information (e.g., missing values, values for not 

sure/didn’t observe, not applicable responses, skip patterns). 

The category or domain of assessment that the item falls into is 

an essential data dictionary element that then allows “map-

ping” of items to domains or constructs, as shown in Fig. 6.1, 

in order to generate summary scores intended to represent per-

formance in a specific competency or skill areas.

Concretely, data dictionaries are built into many data col-

lection, management, and analysis programs but also can be 

created as a simple spreadsheet (Table 6.1).

Fig. 6.1 OSCE assessment map
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Table 6.1 Sample data dictionary for an OSCE checklist showing overall communication skills and global ratings

Variable/field 

name Section header

Field 

type Field label Choices, calculations, OR slider labels

sp_name Text SP name

student_id Text Student ID

student_id_

confirm

Text Please re-enter student ID to confirm

osce_date Text

depr_comm_

infogather_

elicit

Communication Radio Elicited your responses using 

appropriate questions

0, NOT DONE: Asked leading questions AND asked 

more than one question at a time | 1, PARTLY DONE: 

Asked leading questions OR asked more than one 

question at a time | 2, WELL DONE: Asked one question 

at a time without leading you in response

depr_comm_

infogather_

manage

Radio Managed the narrative flow 0, NOT DONE: Not able to elicit story because 

questions not organized logically | 1, PARTLY DONE: 

Elicited main elements BUT illogical order of questions 

disrupted flow | 2, WELL DONE: Elicited full story by 

asking questions that facilitated natural flow of story

depr_comm_

infogather_

clarify

Radio Clarified information by repeating to 

make sure s/he understood you on an 

ongoing basis

0, NOT DONE: Did not clarify/repeat info that you 

provided | 1, PARTLY DONE: Repeated the info but 

didn’t give chance to indicate whether accurate | 2, 

WELL DONE: Repeated info and directly invited you to 

indicate whether accurate

depr_comm_

infogather_

interrupt

Radio Allowed you to talk without 

interrupting
0, NOT DONE: Inappropriately interrupted | 1, PARTLY 

DONE: Did not interrupt you directly BUT cut your 

responses short by not giving enough time | 2, WELL 

DONE: Did not interrupt AND allowed time for you to 

express your thoughts fully

depr_comm_

reldev_

concern

Radio Communicated concern or intention 

to help
0, NOT DONE: Did not communicate either | 1, 

PARTLY DONE: Words, actions conveyed intention to 

help | 2, WELL DONE: Actions, words conveyed 

intention to help AND concern

depr_comm_

reldev_

nonverbal

Radio Nonverbal behavior enriched 

communication (e.g., eye contact, 

posture)

0, NOT DONE: Nonverbal was negative | 1, PARTLY 

DONE: Nonverbal behavior demonstrated attentiveness | 

2, WELL DONE: Nonverbal behavior facilitated 

effective communication

depr_comm_

reldev_

emotions

Radio Acknowledged emotions/feelings 

appropriately
0, NOT DONE: Did not acknowledge emotions/feelings | 

1, PARTLY DONE: Acknowledged emotions/feelings | 

2, WELL DONE: Acknowledged and responded to 

emotions in ways that made you feel better

depr_comm_

reldev_

accepting

Radio Was accepting (not judgmental) 0, NOT DONE: Made judgmental comments or facial 

expressions | 1, PARTLY DONE: Did not express 

judgment but did not demonstrate respect | 2, WELL 

DONE: Made comments and expressions that 

demonstrated respect

depr_comm_

reldev_jargon

Radio Used words you (patient) understood 

and/or explained jargon

0, NOT DONE: Consistently used jargon without 

explaining | 1, PARTLY DONE: Sometimes used jargon 

and did not explain | 2, WELL DONE: Explained jargon 

when used OR avoided jargon completely

depr_comm_

pteduc_ask

Radio ASK: Asked questions to see what 

you understood

0, NOT DONE: Did not check to see what you 

understood | 1, PARTLY DONE: Asked if you had any 

questions BUT did not check understanding | 2, WELL 

DONE: Assessed understanding by checking in 

throughout

depr_comm_

pteduc_tell

Radio TELL: Provided clear explanations/

information
0, NOT DONE: Gave confusing or no explanations | 1, 

PARTLY DONE: Provided some explanation regarding 

possible diagnosis/treatment but unclear or confusing | 2, 

WELL DONE: Provided clear explanations; small bits of 

information at a time and summarized to make sure clear

(continued)
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Table 6.1 (continued)

Variable/field 

name Section header

Field 

type Field label Choices, calculations, OR slider labels

depr_comm_

pteduc_

collaborate

Radio Collaborated with you in identifying 

possible next steps in diagnosis/

treatment

0, NOT DONE: Did not give you opportunity to weigh 

in on next steps (told you what would happen next) OR 

didn’t discuss next steps at all | 1, PARTLY DONE: Told 

you next steps and asked then told you patient’s view | 2, 

WELL DONE: Elicited your views on next steps, shared 

her/his ideas, and mutually developed plan of action

depr_comm_

general_

comments

Notes Comments about communication 

items?

depr_global_

comm_

recomm

Global ratings Radio Would you recommend this medical 

student to a friend or family member 

for his/her overall communication 

skills?

0, NOT recommend | 1, recommend with 

RESERVATIONS | 2, recommend | 3, HIGHLY 

recommend

depr_comm_

recomm_

comments

Notes Please explain your recommendation 

choice ESPECIALLY if did NOT 

RECOMMEND or 

RECOMMENDED with 

RESERVATIONS:

depr_global_

profnl

Radio Overall, how would you rate this 

medical student’s professionalism?
0, not at all professional | 1, somewhat professional | 2, 

mostly professional | 3, completely professional

depr_profnl_

comments

Notes Please explain your professionalism 

rating

depr_general_

comments

Notes Any other overall comments you 

think it’s important to share:

A “mapping” stage can be built into the data pipeline to 

map existing assessment items (questions and responses) to 

relevant conceptual frameworks including foundational com-

petencies such as communication, history gathering, physical 

examination, clinical reasoning, and competency sets such as 

the Physician Competency Reference Set (PCRS) or the 

ACGME Competencies and Entrustable Professional 

Activities such as the AAMC’s core set of EPAs expected of 

day one residents. This provides flexibility in how raw data 

are “scored” and conceptualized in terms of adjusting for 

changes in prevailing models and the goals and functions of 

the assessments but also in terms of being responsive to 

underlying data quality. Rather than automatically calculating 

a summary score, this approach allows for initial evaluation 

of the reliability and validity of that score based on the spe-

cific sample (of data, learners, administration of the OSCE, 

etc.) and then determination of whether the “score” meets 

minimum quality requirements. This builds quality assurance 

into the process of defining categories and calculating cate-

gory scores and, therefore, can substantially increase rigor, 

reproducibility, and, ultimately, trust in the results.

 Case Database

The complexity of OSCEs requires additional levels of data 

definition/rationalization that are critical for understanding 

and interpreting the results, including definitions or informa-

tion on the following:

• Raters (often standardized patients but can include other 

standardized roles and external observers)

• The OSCE itself (type of OSCE in terms of the goals of 

the OSCE and the function of the OSCE in the curricu-

lum, day/time, order of stations)

• the cases/stations (tasks asked of the learner, information 

available to the learner, nature, and characteristics of the 

case)

There is a wealth of information contained in OSCE case 

scenarios and instructions—all of which are important con-

textual influences and ideally should be captured, to be avail-

able for inclusion in the analysis and interpretation of 

assessment results.

For these reasons, we strongly recommend that programs 

maintain a database of OSCE cases. This not only keeps 

track of what the “examination” in the OSCE consisted of 

(the clinical conditions, the patient characteristics, the type 

of tasks required of the learner) but also facilitates use, re- 

use, continuous refinement, and improvement of OSCE 

cases. Good OSCE cases, as described elsewhere in this 

manual, are rich in description, provide a fully developed 

character and history for the patient, and, if used repeatedly, 

can be updated and titrated to achieve the intended objec-

tives. If key elements of the cases are coded and included 

with the assessment data, programs can not only describe 

learners’ clinical experience and exposure across OSCEs in 

a program of assessment but also explore patterns of perfor-

mance based on clinical conditions or types of cases. This 

C. Gillespie and T. K. Ark



79

information is helpful at the individual learner level: does a 

learner’s performance in an OSCE with multiple stations or 

across a program of assessment (multiple OSCEs) show 

strengths and weaknesses according to clinical features of 

the case (cardiovascular vs. renal), demographics of the 

patient (adolescent vs. geriatric), setting (primary care vs. 

acute), or task (focus on diagnosis vs. focus on 

management)?

In addition, these same questions can be answered at the 

program level and are therefore particularly useful for eval-

uating educational programs and curricula. If cases are 

defined, educators can describe the full clinical experience of 

learners across a program of OSCE assessment and integrate 

this with their clinical experience with real patients. This 

encourages thoughtful use of OSCEs to fill gaps in clinical 

experience for rare conditions or different patient popula-

tions and also provides a comprehensive view of learners’ 

clinical experience/exposure.

Thus, the description of OSCE cases can be part of an 

educational program’s curriculum map and in turn used to 

evaluate achievement of program objectives. Is a cohort of 

learners able to accurately assess substance use risks? Has 

the curriculum adequately prepared learners to perform a 

neurological examination? Do incoming students have foun-

dational behavior change counseling skills, or should addi-

tional training and skills development be incorporated into 

their curriculum?

Finally, coding of cases allows for better understanding of 

the case specificity of core skills and competencies—when 

are learners’ skills transferable across different clinical, set-

ting, and patient contexts (and when they are not transfer-

able)? To which contexts do skills generalize?

NYU Grossman School of Medicine (NYUGSOM) has 

a case bank of over 700 SP cases and evaluation materials 

which have been used across the continuum (undergradu-

ate, graduate, and continuing medical education) over the 

past 22 years (starting in 2001). Our cases have been used 

by over 30 different programs for performance-based 

assessment, teaching, and the evaluation of programs, edu-

cational innovations, and interventions while providing 

learners with the opportunities to gain practice and receive 

feedback.

We have developed cases around the following content 

areas:

• Core (common) medical cases (learner-standardized 

patient cases) focused on evaluating clinical skills 

around assessment, physical exam, diagnosis, treat-

ment, and management of various clinical problems 

that range from common to rare and chronic to acute 

conditions.

• Teaching/precepting cases (learner-standardized 

trainee cases) focused on assessing skills in teaching 

or precepting.

• Inter-professional cases that assess learners’ skills in 

collaborating with other healthcare providers (e.g., 

standardized nurses or physician assistants).

• Structural competence, social determinants of 

health, and health disparities/health equity cases 

that assess either (1) learners’ skills in caring for a 

diverse population of patients across different ages, 

religions, races/ethnicities, gender identities, etc., (2) 

skills on how to deal with situations of bias or discrim-

ination, or (3) skills on how to address social determi-

nants of health and their impact on patients’ health.

• Professionalism cases that assess learners’ skills in 

dealing with difficult situations such as breaking bad 

news, obtaining informed consent, and disclosing and 

managing medical errors.

• Targeted cases: Designed to assess specific chal-

lenges, for example, telehealth, rare or emerging issues 

(e.g., newly available genetic counseling or public 

health emergencies such as MPox or dengue fever), 

new evidence-based practice guidelines, and patient 

populations/conditions not routinely part of a learners’ 

clinical training (e.g., rural patient care in urban pri-

mary care residency programs or transgender patients 

in clinical systems where their numbers limit the like-

lihood of a learner having an opportunity to treat).

When creating this case database, we coded cases based 

on a number of categories: level of the learner, characteris-

tics of the SP clinical conditions and symptoms, visit type, 

goal of the case, skills assessed, social information, medical 

history, etc. See Table 6.2 for an example of our case data-

base data dictionary.

 Data Pipelines

The huge growth in data and commensurate appreciation for 

the power of data science and analytics have been made pos-

sible by (and have led to expansion in) the availability of 

technologies for working with data. These range from pro-

grams for capturing data, like the software systems that many 

simulation centers use to “run” OSCEs and simulations and 

to assess performance of learners, to sophisticated, dynamic 

dashboards that make OSCE performance results available 

to learners and educators in near real time. What connects 

these programs are data pipelines—structured means for 

moving data throughout the stages of use, from data process-

ing and quality assurance to score computations, analysis, 

visualization, and reporting.

Data can be moved manually—exporting a data file and 

then importing into a specific application. This is considered 

manual because one has to download the data file every time 

someone makes a change in the data capture system. 

However, it is much more efficient to create linkages between 
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Table 6.2 Case database data dictionary

Field name Field type Field label Response options Notes

case_name Text Case name

case_year #### Case year Version control

case_author Text Case author

sp_instructions_file_upload File SP instructions Store with data

learner_instructions_file_

upload

File Learner instructions Store with data

assessment_file_upload File Assessment Store with data

chief_complaint Text Chief complaint Describe

medical_conditions Text Medical conditions Describe

case_type Choices Case type 1. Clinical (provider)

2. Clinical (team/IPC)

3. Teaching/Precepting

4. Other

visit_type Choices Visit type 1. New

2. Continuing

3. Other

visit_acuity Choices Visit acuity 1. Acute

2. Chronic

3. Other

vite_visit Choices Visit setting 1. Inpatient

2. Emergency Dept

3. Outpatient

4. Walk-in/urgent care

5. Other

visit_modality Choices Modality of visit 1. In-person

2. Telephone

3. Video

patient_goal Text Patient goal Underlying goal of the patient

learner_tasks Text Tasks expected of 

learner

Describe what learner is 

expected to do

SP_age ## Patient age

SP_race_ethnicity Choices Patient race/ethnicity Relevant choice options

SP_gender_identity Choices Patient gender identity Relevant choice options

…….

core_case_functions Choices (select 

all)

Main functions of the 

case

1. Conduct comprehensive 

history

2. Conduct focused history

3. Screening

4. Targeted physical exam

5. Well visit/“physical”

….

data collection, analysis, and reporting programs so that data 

are automatically “piped” throughout these processes. To 

establish such mechanisms, it is important to ensure the soft-

ware you are working with has an application programming 

interface (API). These are protocols that allow different soft-

ware applications to communicate and interact with each 

other, providing a standardized way for developers to access 

data appropriately.

Many working with OSCE data use manual processes and 

don’t have the luxury of data pipelines. For example, we 

might collect data in a structured data collection program 

like REDCap [1], Qualtrics, or Google Forms. Those data 

collection platforms are great for capturing data consistently 

and accurately, using built-in data fields with controlled 

options for responses, automated skip patterns, and enforce-

ment of required responses. However, these programs are not 

designed to conduct sophisticated analyses or create sum-

mary reports with unique permission access. Therefore, we 

often have to export the data for use in other more analyti-

cally focused programs. Similarly, while software systems 

developed for simulation centers like B-Line (SIM/IQ) or 

EMS are very effective in collecting the data, their ability to 

analyze and report on the data is limited to a single approach 

that cannot be customized to the needs of each OSCE and the 

needs of the learners, programs, and institutions. Therefore, 

we recommend using statistical programs or languages (e.g., 

SPSS, R, Python) for customized analysis and reporting of 

OSCE assessments. These programs provide tremendous 
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flexibility and can therefore be harnessed to answer almost 

any question asked of OSCE data.

The growth in data has also led to the development of 

“dashboard” programs—ways of displaying data in one place 

(often with little scrolling) so that insights from the data can 

be generated in near real time. These dashboards give users 

the paradigm-shifting capability to be able to manipulate and 

interact with the data through filtering, choosing ways of 

visualizing data, and comparing data across samples. See 

Fig. 6.2 for a brief description of the features and limitations 

of these ways of analyzing and reporting on data. These 

resources, taken together, provide almost unlimited capabili-

ties for making sense of our data so that it can be used for 

learning, assessment, and program evaluation.

The ideal approach to leveraging these resources goes 

beyond manually moving data from application to applica-

tion and, instead, to a fully integrated and “automated” 

data pipeline (see Fig. 6.2 for a visualization). Conceptually, 

the idea is that data are seamlessly “processed” and visual-

izations/reports generated rapidly for insight, action, and 

decision- making. Imagine quality assurance analyses that 

can be automatically and immediately generated for every 

administration of an OSCE (or even partly through to pro-

vide mid-course corrections). Imagine educators that can 

view sophisticated analyses of performance in near real 

time and therefore are able to incorporate those analyses 

into post-OSCE debriefing sessions. Imagine learners, at 

the end of their OSCE, being able to access their results at 

multiple levels: granular item responses for learning and 

improvement, scores compared to benchmarks to under-

stand readiness for upcoming developmental stages, and 

analyzation of their own data in terms of strengths and 

weaknesses through interactive visualizations that encour-

age and support them in self-directed learning and deliber-

ate practice.

Examples of OSCE data pipelines in practice: Below, we 

describe two examples of OSCE data systems at two medical 

schools—the first more broadly and the second with much 

more specificity, reflecting the backgrounds of the authors 

(one a generalist social scientist/medical education researcher 

and the other an education researcher with a comprehensive 

background in psychometrics and data science).

NYUGSOM OSCE Data Pipeline

At NYUGSOM, our education data warehouse serves as the 

center of a rich data ecosystem (closely aligned with our 

clinical data systems) that includes OSCE data as an essen-

tial element. B-Line/SIM-IQ software in our Simulation 

Center is used to collect OSCE assessment data. SP checklist 

reports (completed versions of the assessment forms) are 

almost immediately available to learners through the B-Line 

portal. However, calculation of scores based on quality 

assurance and psychometric analyses are conducted through 

a combination of dynamic dashboards (Tableau) and statisti-

cal programming languages (largely R).

Data from B-Line/SIM-IQ is downloaded directly to our 

Education Data Warehouse where it can then be processed and 

queried for many different purposes. OSCE data are passed 

through a mapping interface that links individual questions to 

specific domains of competence or EPAs to calculate scores. 

Once mapped, these data are pulled into Tableau dashboards 

and html-based interactive views created through R and one of 

its reporting applications, Shiny App. OSCE administrators 

can review the quality of the data, analyze internal consistency 

of categories, see distributions and rater effects, and refine cal-

culations and standards via the Shiny App. OSCE administra-

tors, educators, and learners can view OSCE data through the 

Tableau dashboard and analyze the data by choosing cohorts, 

OSCEs, cases, categories of competence, assessment types 

(clinical skills vs. written notes), level of analysis (items vs. 

scores), and time/sequence (longitudinal views of perfor-

mance and/or comparisons over time in relationship to curric-

ular changes) for exploration and comparison.

Lastly, customized reports are generated using R and 

Shiny App to provide learners with constructive and targeted 

feedback, educators with information on the performance of 

a defined group of learners, and the program evaluation team 

with an aggregate view of learner competencies to evaluate 

achievement of educational program objectives.

Code for data processes, quality assurance, scoring, and 

visualization/reporting is stored in GitLab (a local version of 

GitHub, a code repository) to facilitate reproducibility and 

re-use. The code can be re-used with almost any set of OSCE 

data to provide a consistent set of meaningful analyses, 

reports, and visualization as well as a standard way of clean-

ing, wrangling, and rationalizing the OSCE data.

Medical College of Wisconsin (MCW) OSCE Data 

Pipeline

The pipeline at MCW uses data intake/capture systems, data-

base, and data reporting within a model, view, and controller 

concept. Data are ingested from a wide variety of sources 

and stored in Postgres (or PostgreSQL, a relational database 

management system). Each database has a metadata diction-

ary that is used as the controller of input to output for report-

ing. The data is reported out in a variety of mechanisms 

using R and Python into dashboards, PDF reports, and web 

pages.

MCW has developed a sophisticated data pipeline that 

leverages the principles of the model-view-controller (MVC) 

architecture (see Table 6.3) to streamline data intake, stor-

age, and reporting processes. The architecture and compo-

nents of the MCW data pipeline integrates various 

technologies to provide robust and flexible data reporting 

solutions and the capacity to stay up-to-date as technology 

changes with plug-and-play-like tools.
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Fig. 6.2 Data processes and pipelines
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Table 6.3 The model-view-controller (MVC) concept: the MVC 

architecture is a software design pattern that separates an application 

into three interconnected components

Model Represents the data and business logic of the 

application. In the MCW data pipeline, the model 

component is embodied by the PostgreSQL databases 

and the metadata dictionary. The model handles data 

storage, retrieval, and integrity, serving as the 

foundation for all subsequent operations

View Represents the user interface

controller Acts as an intermediary between the model and the 

view, managing user inputs and updating the model 

and view as necessary. At MCW, the metadata 

dictionary functions as the controller, guiding the flow 

of data from intake to storage to reporting. The 

controller ensures that data transformations and 

calculations are consistently applied, enabling accurate 

and reliable reporting

Data Intake and Capture Systems: The first step in the 

MCW data pipeline is the data intake process, which involves 

capturing data from a multitude of sources. These sources 

can include electronic health records (EHRs), data forms 

(e.g., Qualtrics or REDCap), OSCE systems, and other exter-

nal databases. The intake systems are designed to handle 

structured, semi-structured, and unstructured data, ensuring 

comprehensive data capture. To facilitate seamless data 

ingestion, MCW employs a combination of custom-built 

data capture tools and commercial software solutions. These 

tools are capable of performing real-time data extraction, 

transformation, and loading (ETL) operations, ensuring that 

data is cleaned, standardized, and ready for storage.

Data Storage with Database Software: Once ingested, 

data is stored in Postgres databases. Databases should be 

chosen for their robustness, scalability, and support for com-

plex queries and transactions. The databases are designed 

with a focus on maintaining data integrity and security, 

employing techniques such as data encryption, access con-

trols, and regular audits. The database at MCW is accompa-

nied by a comprehensive metadata dictionary. This dictionary 

acts as the controller within the MVC architecture, managing 

the relationships between data elements and ensuring consis-

tent data definitions and structures across the system. The 

metadata dictionary also plays a crucial role in data gover-

nance, providing documentation and lineage information 

that supports data quality and compliance efforts.

Data Reporting Mechanisms: MCW utilizes a range of 

tools to generate reports and visualizations from the stored 

data with R and Python. We create interactive dashboards 

using tools such as Shiny (R), Dash (Python), and React 

(JavaScript) to provide real-time data insights and allow 

users to explore the data through interactive visualizations. 

Regardless of dashboards, many users still want to be able to 

print data and reports; thus, automated PDF reports are gen-

erated using packages like R Markdown and ReportLab 

(Python) or a user-friendly print feature of html. These 

reports compile data analyses and visualizations into a for-

mat that is easily shareable and accessible offline. Data is 

also presented on web pages, leveraging frameworks like 

Flask (Python) and R Shiny Server. These web pages provide 

an accessible platform for broader dissemination of data 

insights to stakeholders across the institution.

The data pipeline at MCW exemplifies the effective appli-

cation of the MVC architecture in a complex data environ-

ment. By integrating advanced data intake systems, robust 

Postgres storage solutions, and powerful reporting tools, 

MCW has created a scalable and flexible infrastructure that 

meets the diverse needs of its users. This architecture not 

only enhances data management and reporting capabilities 

but also ensures data integrity, security, and compliance, sup-

porting MCW’s mission of advancing health through 

research, education, and patient care.

GitHub is central to managing these data pipelines and 

processes as it offers a robust platform for developing, main-

taining, and deploying applications focused on data manage-

ment, such as the data pipeline architecture at MCW.  By 

adopting best practices for branching, merging, and security, 

the MCW data pipeline projects remain well-organized, 

secure, and maintainable. This integration simplifies the 

development process, enabling the team to concentrate on 

creating and maintaining a robust data management system.

 Quality Assurance of OSCE Assessment Data

 Overview of Quality Assurance

The first goal of analyzing OSCE data should always be to 

begin to take stock of the quality of the assessment data. 

Without evidence of its accuracy, we cannot interpret or 

act on the results. Thus, we must ensure all values are 

encoded correctly (e.g., 0  =  not done) and that all items 

intended to measure a construct were present and accu-

rately represented on the checklists. Once that can be veri-

fied, the next step is to analyze the data for its reliability 

and validity. Psychometrics is broadly defined as the scien-

tific study of measurement that began in psychology and 

sought to determine how closely observations (measures) 

match theoretical constructs (latent variables) [2]. This 

helps us gauge the meaning of OSCE data by exploring the 

degree to which assessments are consistent (reliable) and 

capture intended constructs such as communication skills 

and physical examination competence and entrustability in 

clinical reasoning (validity).

There is some debate as to whether OSCE assessments can 

routinely and cost-effectively achieve the high standards of 

rigor required by the most formal applications of 

 psychometrics and classical test theory [3, 4]. However, more 
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recent validity frameworks (e.g., Messick’s [5] approach of 

integrating the usefulness of assessments—consequential 

validity—into empirical examinations of the trustworthiness 

of measures) emphasize the holistic role of OSCEs in a pro-

gram of assessment and highlight the value these performance- 

based data provide to learners, educators, and educational 

programs. Practical guidance for increasing the quality of 

assessments generally includes expanding the number of sta-

tions, reducing the number of raters (one assessor per station 

whenever possible), providing intensive training and feed-

back to raters, and continuously refining the assessment items 

and options (see [6–8], among others).

At its most essential, the question of measurement quality in 

OSCE assessments is the degree to which the evidence and 

rationale support inferences and actions based on the OSCE test 

scores—that it supports the goals of the OSCE. To that end, we 

focus on working through the various goals of OSCEs and the 

simple analytic approaches available to non- psychometricians 

in beginning to establish the quality of the OSCE data. For those 

who wish to dig into psychometrics more deeply, we suggest 

referring to helpful overviews (e.g., [9, 10]) as well as the litera-

ture on generalizability theory and latent profile analysis and 

consultation with experts in these areas for further depth.

 Quality Assurance Reporting 
and Visualizations

We start by describing a simple set of steps (and examples of 

reports and visualizations) for initial quality screening of 

OSCE assessments, beginning at the level of individual items 

and then moving to the level of score or scale development, 

wherein domains are usually represented by summarizing 

performance across a number of items intended to represent 

specific areas of competence or skill.

 Item-Level Analyses

 1. Examine the frequency of missing data. Note that miss-

ingness can be virtually eliminated in most data collec-

tion programs/applications by requiring completion of 

the item to continue on to the next. If data are missing, 

analyze patterns to determine why. Methods for imputing 

missing values are available but can be complex and 

depend on certain requirements being met.

 2. Review the data for permissible values (values must be 

within specified ranges on the assessment form—usually 

can be ensured by not allowing data entry to continue if 

the entered value is not valid, i.e., is not one of the avail-

able options).

 3. Analyze the frequency of responses for each item to 

describe variation and ensure they are what is to be 

expected based on the item and OSCE goals for that level 

of learner. For example, if all students are scoring per-

fectly on an item, this may not be an anomaly as they may 

be expected to get that item correct based on their level of 

development. However, if all responses for an item are at 

the lowest or the highest level, this may indicate that the 

item is not aligned well to the developmental level of the 

learners and may not provide the ability to differentiate 

among learners. If the goal of the assessment is to deter-

mine mastery or set thresholds for competence, the lack 

of variation may reflect the intended goal of documenting 

achievement of required levels of performance—that is, 

that almost all of the learners have achieved the intended 

benchmark. A simple table of the distribution of responses 

for all learners is a useful way of reviewing these data 

(Fig. 6.3).

 4. Examine the frequency of responses for individual items 

by assessors (to identify rater bias, consistencies, or pat-

terns), seen in Table  6.4, and across cases/stations (to 

identify case effects—the performance of an item or the 

assessment of that item may be influenced by the case 

within which it occurs), shown in Table 6.5. Other effects 

can be explored, such as session, time of day, or learner 

level, in a similar manner. Cross tab analyses (response 

options crossed with assessors or cases) are an easy way 

to explore these data and uncover patterns by raters or 

cases.

Note: See score-level analyses below for how to 

explore these same effects at the score rather than item 

level.

 Score-Level Analyses

 1. One item is generally not an accurate representation of a 

student’s skills or competency in a domain. Thus, items 

are often summated or averaged to derive a “domain” 

score. Domains of performance in an OSCE are usually 

represented by summarizing performance across a num-

ber of items intended to represent a specific area of com-

petence or skill—that summary is commonly known as 

deriving a “score.” Scores are usually based on empiri-

cally supported a priori evidence of concepts or con-

structs—underlying skills, attributes, or practices that 

reflect a distinct category of performance using analyses 

such as factor analytic modeling. Several types of analy-

ses should be conducted prior to finalizing the calculation 

of scores. It is important to note that the numeric structure 

(continuous vs. ordinal) of the scores must be taken into 

consideration when choosing an appropriate statistical 

analysis. For example, while we describe the use of 

Cronbach’s alpha for estimating internal consistency 

below, that approach is appropriate for continuous but not 

ordinal (numerical categories) data. Information below is 

meant to provide more of a conceptual framework than a 

specific “how-to”—we direct the reader to more specific 

 references for actual application.
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Fig. 6.3 Distribution of responses (in table and histogram format): impaired colleague case-specific skills summary
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Fig. 6.3 (continued)
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Table 6.4 Distribution of responses by rater (N = 40 learners; 20/SP)

Communication skills: information gathering Comments

Started with open-ended 

questions and used 

appropriately 

throughout

Not done Partly done Well done SP 1 showed no 

variation within this 

item, while SP 2 did
Started with closed, 

yes/no questions

Began with open-ended questions 

but stopped prematurely

Started with open-ended 

questions and continued 

using them as 

appropriate

SP 1 0 0 20

SP 2 5 10 5

Total 5 10 25

Asked what you thought 

caused your symptoms/ 

underlying concerns

Not done Partly done Well done SP 1 continues to show 

no variation (now 

between items), while 

SP does vary

Did not ask Asked but did give opportunity to 

fully share thoughts/concerns

Asked so that could 

fully share thoughts and 

concerns

SP 1 0 0 20

SP 2 0 10 10

Total 0 10 30

Managed the narrative 

flow of your story

Not done Partly done Well done SP 1 using two scale 

options for this item but 

still hasn’t given a “not 

done” rating

Not able to elicit 

narrative because 

questions not 

organized logically

Elicited main elements of 

narrative, but illogical order of 

questions, leading questions or 

multiple questions disrupted flow

Elicited full narrative by 

asking questions that 

facilitated natural flow 

of story

SP 1 0 5 15

SP 2 6 12 2

Total 6 17 17

SP 1 and 2 differ in distribution. SP 1 s’ ratings show little variation (“dove”); assuming sample of learners for each SP are similar (e.g., determined 

simply by random schedule), review of SP assessments warranted

Table 6.5 Distribution of responses by case (N = 40 learners)

Communication skills: information gathering Comments

Started with open-ended 

questions and used 

appropriately 

throughout

Not done Partly done Well done Similar distribution across 

two different cases: These 

skills likely to be 

consistent across cases

Started with closed, 

yes/no questions

Began with open-ended 

questions but stopped 

prematurely

Started with open- 

ended questions and 

continued using them 

as appropriate

Case 1 10 15 15

Case 2 10 12 18

Asked what you thought 

caused your symptoms/ 

underlying concerns

Not done Partly done Well done

Did not ask Asked but did give opportunity 

to fully share thoughts/concerns

Asked so that could 

fully share thoughts and 

concerns

Case 1 7 13 20

Case 2 5 9 26

Managed the narrative 

flow of your story

Not done Partly done Well done Case 1 may be more 

complex and therefore 

learners struggle to 

manage the narrative flow

Not able to elicit 

narrative because 

questions not 

organized logically

Elicited main elements of 

narrative, but illogical order of 

questions, leading questions or 

multiple questions disrupted 

flow

Elicited full narrative 

by asking questions that 

facilitated natural flow 

of story

Case 1 15 15 10

Case 2 3 20 17

This type of visualization can be done for other factors such as time, case order, etc.

Differences in the complexity or difficulty of the cases can be reviewed at the individual item level; such differences, if intentional, are useful in 

designing realistic OSCEs that can differentiate among learners and also within an individual learner’s strengths and areas for improvement
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Internal consistency: Calculate measures of internal 

consistency for items designed to capture domains of per-

formance (e.g., communication, history gathering, or dif-

ferential diagnosis). While there are many ways to 

estimate reliability (see Revelle and Condon [11] for a 

comprehensive but practical review), based on the type of 

variable (ordinal vs. continuous), Cronbach’s alpha pro-

vides a widely accepted, frequently used, and fairly 

robust method for describing item-construct correlation 

that is readily available in virtually all statistical software 

programs (but is not always appropriate, see McNeish 

[12] for a discussion of best practices for estimating inter-

nal consistency). Most often described colloquially as 

“how well items hang together,” Cronbach’s alpha can be 

viewed as a measure of the interrelatedness of items. The 

general idea is that if the items are highly interrelated, 

they can be thought to reflect the intended construct or 

area of competence.

Ordinal Cronbach’s alpha and Cronbach’s alpha 

ranges from 0 to 1, and a general minimum threshold of 

.80 is considered to represent minimal internal consis-

tency. Ordinal Cronbach’s alpha should be considered 

over Cronbach’s alpha when there are fewer than five 

response options for an item.

If items were intended to be internally consistent and 

are not, this may be due to problems in the assessment 

such as poorly worded items, inaccurate application of 

items (e.g., differences between assessors or individual 

assessors not being consistent in how they interpret or 

apply the items to learners), external effects (e.g., disrup-

tions during the OSCE), or contextual influences (e.g., 

case content or difficulty) on the assessment.

However, low internal consistency can also reflect 

problems with the theory underlying the assessment 

approach—that the domain the items were designed to 

assess is not, in reality, a stable, coherent, consistent con-

struct as theorized. These questions of measurement the-

ory are well beyond the scope of this chapter, and so we 

turn back to the practical. Note, just because an item does 

not hang together does not mean the item should be 

thrown out of the OSCE checklist but rather may suggest 

it is measuring some other unique contribution and thus 

should be evaluated in that context.

Most statistical programs will provide not only the 

overall Cronbach’s alpha for all selected items but also, 

for each item, what the Cronbach’s alpha would be if the 

item was NOT included. This can be very helpful for 

identifying problems with a specific item (whether with 

the item itself, how it was applied, or how well it actually 

fits with the other items)—which can then be more fully 

explored and improved upon in future iterations of the 

assessment. In the short term, those items that decrease 

the alpha to below the acceptable level can be dropped 

and not included in the calculation of domain summary 

scores.

 2. Factor Analysis: Factor analysis can be used to determine 

the dimensions or factors within items [13] and is a useful 

complement to Cronbach’s alpha in that it can help deter-

mine the dimensionality of constructs. If multiple factors 

are identified, the items are likely to be capturing multiple 

underlying dimensions of competence (or performance) 

that should be reported out separately. We describe factor 

analysis very broadly here and direct the reader to explore 

the appropriate factor analytic methods given the struc-

ture of the data (e.g., the use of weighted least squares 

approaches for ordinal data [14]. Factor analysis gener-

ally proceeds as either exploratory—where the goal is to 

identify possible factors—or confirmatory—where the 

goal is to confirm a priori “factors” based on conceptual 

models, previous data, or the literature. See Crutzen and 

Peters [13] and other available guides for full details. 

Figure 6.4 describes the underlying factor structure for 

our model of communication skills [15].

 3. Computation of Scores: Once initial screening of items 

has been completed, the score itself can be computed. 

Scores can be calculated based on basic measures of cen-

tral tendency, e.g., means when rating scales have mean-

ingful numeric values or medians if data are not normally 

distributed or based on ordinal scales, or as total points 

(simple sum of “awarded” ratings), or as percent of pos-

sible “points” (how an individual was assessed compared 

to how they would have been assessed if they had been 

rated at the highest level for every item). We routinely use 

a mastery-oriented approach wherein we calculate the 

percent of behaviorally anchored rated as well done (on a 

scale of not done, partly done, and well done), in order to 

estimate a learner’s ability to perform skills at the level 

needed to be maximally effective.

As noted in Chap. 2 (“Organizing OSCEs (and Other 

SP Exercises) in Ten Steps”), such scores can be calcu-

lated at the OSCE level (all items across all stations 

across all domains), the case level (all items across all 

domains within a station), or the domain level (a specific 

area of competence either across all cases or within a 

case). Each score reflects a specific inference.

OSCE-Level Scores: OSCE scores assume that the 

OSCE tells us something important about learners’ per-

formance aggregated to that level (a general state of com-

petence that transcends the specifics of cases and 

domains) or where low performance in one area or case 

can be offset by high performance in another.

Case-Level Scores: Scores at the case level are meant 

to reflect the ability to handle all of the relevant dimen-

sions of that scenario (such scores could help make deci-

sions about whether learners could be entrusted to 
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Fig. 6.4 Clinical Communication Skills Assessment Tool (CCSAT) 

confirmatory factor analysis. This figure [15] shows results of a four- 

factor confirmatory factor analysis for the Communication Clinical 

Communication Skills Assessment Tool (CCSAT). The factor loadings 

between items and subdomains, patient education (pted), relationship 

development (reldev), organization and time management (org), and 

information gathering (info) and correlations between the subdomains 

are shown

independently care for a real patient with the same clini-

cal conditions and parameters in actual practice).

Category/Competence/Skill Area: Scores at the com-

petence level are intended to represent competence in that 

skill area—usually with the underlying assumption that 

ability is best assessed across multiple samples of perfor-

mance and therefore across multiple cases. However, an 

individual case can be used to establish competence for a 

very focused, defined set of related tasks.

As shown in Fig. 6.5, box plots are useful for describ-

ing many features of assessment data. Often known as 

box and whisker plots, they can depict the mean (X) and 

median (middle line of box) scores. More importantly, 

box plots visualize the variability in the sample data, 

including the interquartile range or the 25th (bottom line 

of box) to the 75th (top line of box) percentiles as well as 

pre-defined full variability (extent of the whiskers). The 

dots represent individual data points, and outliers are data 

points that fall outside of the whiskers.

Violin plots (Fig. 6.6), an enhanced version of a box 

plot, are particularly useful visualization techniques for 

exploring variation. Violin plots provide much of the 

same information that is available in a box and whisker 

plot—namely, the median, interquartile range, and upper 

and lower values—but provide more information on the 

distribution of the data, showing the distribution shape of 

the data. The width of the “violin” shape around the verti-

cal line provides a visualization where the width reflects 

the frequency of data values at that point on the Y-axis, 

showing, for example, whether the distribution is bi-

modal or mostly clustered around a single set of values. 

Violin plots can also be used to show the change in distri-

bution over time and can even be overlaid with individual 

learner change lines to show patterns of change over time.

 4. Quality Assurance Analysis of Scores: Once scores have 

been computed (based on a priori conceptual frameworks, 

concept maps, the literature, and/or the results of the 

internal consistency and factor analyses described above), 

descriptive statistics can be used to illustrate and explore 

the score data. The goal of these analyses is to explore the 

distribution and variation of scores in the targeted sam-

ples (are the scores normally distributed or are they 

skewed high or low? Did most everyone perform simi-

larly—as reflected in the score?). These types of analyses 

also begin to build evidence for (or against) the validity of 

the assessments and generally follow the approach of 

checking the operationalization of the assessment (what 

the collected and scored data looks like and how it relates 

to other data and factors) against what the theory would 

predict. For example, if scores were created based on the 

idea that they would reflect competency in a particular 

area for a group of well-prepared learners, then the valid-

ity of that assessment would be supported if the data was 

skewed to the right, meaning most learners performed 

well on the measure. But if you expected learners to have 

a wide range of abilities, you should be worried about 

your assessment if you found the same pattern of score 

results (skewed high). Below, we describe some specific 

ways to begin your exploration of the quality of your 

assessment data—note that each, when related back to 

theory-informed hypotheses about how the data “should” 

look, helps evaluate the validity of the assessment.

6 Data for Learning and Program Evaluation: Managing, Analyzing, and Reporting OSCE Data



90

Fig. 6.5 OSCE-, case-, and 

competency-level scores (for 

a cohort of learners). Each 

view of the “scores” tells a 

different story. Viewing the 

OSCE score provides a 

snapshot of broad 

performance, but reviewing 

the competency area scores 

suggests substantial 

differences in categories of 

performance. Case scores 

show that overall performance 

varies by case
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Fig. 6.6 Violin (density) plots for communication skills. The distribu-

tion shown in the violin plot for the “interrupt” item depicts a large 

number of “well done” responses (meaning that most learners did not 

interrupt), whereas responses were distributed more equally for the 

item “clarify” (meaning that learners were more equally distributed 

across the top half of the scale). The overall distribution of scores 

(shape of the violin) is similar for the two time points; however, by 

tracking the same learners from PGY1 to PGY2 and including individ-

ual change lines, we can see that some residents are improving while 

others are declining over time

Outliers: Screening for outliers—learners whose 

scores place them at the extreme edges of the distribution 

(very high or very low)—can suggest problems with the 

data (incorrect coding of values or calculation of scores 

or an assessment that is not accurate). Outliers can also 

help identify struggling or outstanding learners. Different 

software programs use different approaches to determine 

cut- offs for what constitutes a data point being an outlier, 

but they often use two standard deviations above or below 

the mean. Outliers should be reviewed carefully as they 

may not represent an anomaly, per se, but the ability of 

the assessment to discriminate among learners and iden-

tify very low or very high performers. As shown in 

Fig.  6.5, box plots are helpful for visualizing outliers 
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(although one should review how outliers are defined 

within the program being used to generate the box plot, to 

ensure accuracy).

Distributions (Frequencies): As noted above, visualiz-

ing the full range of scores via frequencies, histograms 

(Fig. 6.7), or other ways of examining the distribution is 

an important early step. Beyond determining if there are 

outliers (and if those outliers seem to reflect actual 

extreme performance), seeing the distribution of scores 

helps educators, learners, and program evaluators make 

sense of the data. But first, the distribution should be 

checked against what was expected—if it is different, 

then one needs to explore whether it is the hypothesis/

theory (what was expected) that was off base or whether 

it is the assessment instrument (or some combination of 

the two!).

Rater Effects: Analyses of raters influences that were 

conducted at the item level can also be analyzed at the 

score level (Fig.  6.8). These analyses can help identify 

potential data quality problems that operate at the level of 

summaries of performance.

Differences in score means by raters (if learners are 

distributed fairly equally/randomly across raters) can 

identify patterns of assessment that suggest bias or rating 

tendencies that don’t fully reflect actual performance. 

These “hawk” or “dove” tendencies (being a harsh rater 

or an easy rater) can be identified and then addressed 

through training or accounted for in the distribution of 

Fig. 6.7 Histogram of 

scores—showing different 

distributions. These 

histograms show counts of 

learners (Y-axis, height of 

bars) for score ranges (X-axis, 

each bar reflects a “bin” or 

range of scores). Note that a 

score of 54% in the top graph 

(normally distributed) should 

be interpreted very differently 

from the same score if it 

occurred in a sample in the 

bottom graph (“right-skewed” 

distribution). The bottom 

distribution might reflect an 

OSCE where most students 

are expected to achieve 

proficiency (set to be greater 

than 72%). While a 54% 

within the sample of learners 

described in the top histogram 

would reflect “average” 

performance, that same score 

among the learners described 

in the bottom histogram might 

suggest that student is not 

achieving expected levels of 

competence
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Fig. 6.8 Variation in communication scores by rater. SP A 

mean = 62.0% (SD 23.3%) n = 41; SP B mean = 64.2% (SD 25.3%) 

n = 43; SP C mean = 53.4% (SD 23.1%) n = 43. In this situation, SPs 

are each assessing one-third of a cohort of learners in the same case, 

assigned based on scheduling. The sample of learners for each SP is 

expected to have similar levels of performance. SPs A, B, and C show 

different distributions when their assessments are calculated as scores: 

note the variation in median and interquartile ranges. Comparison of the 

means using a one-way ANOVA finds that the SP means are not signifi-

cantly different (F = 2.36, p = 0.09). Even though the means do not 

differ significantly, the results from the box plot suggest a closer review 

of the SPs’ assessments to explore whether SP C is being a more strin-

gent rater (“hawk”) than SP A and B

raters. One can also look at the distribution and standard 

deviation of scores by raters, to identify raters with very 

little variation (suggesting over-consistency such that the 

ratings don’t reflect the underlying variation) or more 

variation (suggesting that ratings are potentially arbitrary, 

again, not reflecting the underlying variation in the learn-

ers’ performances) when compared to other raters. 

Examining rater patterns can also help determine if raters 

are using the full scale and also help facilitate future 

training with SPs if they are used repeatedly in an OSCE 

program, as quality assurance.

Case/Context Effects: Analyses of other contextual 

influences such as the day of the OSCE, time of the ses-

sion, order of cases, and case-specific effects can also be 

explored at the score level. Case effects are an inherent 

challenge in OSCEs because of the challenge of case 

specificity: whether performance in a competency and/or 

skill area is likely to generalize (be consistent/similar) 

across clinical conditions and other aspects of the station 

(e.g., emergent vs. primary care) or if it is expected to be 

closely linked with the station characteristics (i.e., perfor-

mance will depend on the contents of the case).

In terms of quality assurance, examining case effects 

helps determine the degree of case specificity found in an 

OSCE.  The goals and design of the OSCE, of course, 

may determine how much case specificity is expected: 

were the cases designed to be similar in nature and there-

fore capture generalizable skills or were the cases meant 

to be distinct, capturing different skills sets requiring dif-

ferent knowledge bases?

In addition, however, analyzing scores at the level of 

cases can identify differences in the difficulty of cases—

scores consistently higher on a case could suggest that the 

case was relatively “easy” compared to other cases OR 

that the assessment itself wasn’t accurately capturing the 

complexity of performance (making it easy for everyone 

do well) OR problems with the raters being too “dove-

like.” Student variation can also provide insight into 

whether performance is case dependent or case-agnos-

tic—showing case-specific ability versus more global 

ability. For instance, a student with a large variation 

across a series of cases that assess the same skills (such as 

communication) can suggest their ability to communicate 

varies by case-specificity. If students have very little vari-

ation this may suggest that performance is case-agnostic. 

Using variation and case performance can be essential in 

understanding our learners and help us design OSCEs 

with case selection in mind. Item Response Theory (IRT) 

function curves can be used to obtain case curves to see 

which cases are “easy” (differentiate learners with no 

ability from others) and which cases are “hard” (differen-

tiate experts from all others). This can help design an 

OSCE with clear intention in terms of which levels of 

learners are differentiated.

Finally, quality assurance efforts can explore whether 

there are systematic differences in scores by other charac-

teristics of the OSCE or contextual influences such as the 

time of day (morning vs. afternoon), order effects (e.g., 

case order or whether from a “test security” perspective, 

learners who participate later in the OSCE do better than 

the initial learners), or differences in setting (cases held in 

differently configured visit rooms or in simulation centers 

vs. other contexts).

Standard Setting: Making sense of scores requires 

educators to determine “standards” for performance: 

which level of scores are expected? Which are concern-

ing? This is especially important when scores are used for 

summative judgements and grading decisions—judging 

an individual learner to be competent, entrustable, or 

ready to move to the next level. There is a rich literature 

and evidence base for setting standards that involve care-

ful review of the assessment data (and often videotaped 

samples) to establish standards of performance through a 

combination of consensus and psychometrics. See Yousuf 

et al. [16], Danette and Norcini [17], Boursicot et al. [18], 

and Downing et al. [19] for more information.

6 Data for Learning and Program Evaluation: Managing, Analyzing, and Reporting OSCE Data



94

 Reporting and Visualization of Data

 Overview

OSCE assessment data is only useful if it can be accessed and 

analyzed and the results visually represented and, as noted ear-

lier, if users can have some trust and confidence in its accu-

racy. Earlier, we described the processes and pipelines that are 

needed to make sure OSCE data is of sufficient quality and 

readily available. Now, we shift to how to make sense of the 

data. Reporting is all about translating data in to insight and 

information. How data is visualized is key to ensuring every-

one understands the information and can act on that shared 

understanding in a consistent way. In most academic institu-

tions, a great deal of educational data is collected but not rou-

tinely given back to learners and educators in a timely, 

actionable, and interpretable manner. This means that learners 

can’t adjust their learning and educators can’t improve their 

teaching “just in time.” The advent of sophisticated simulation 

software systems has helped many overcome this problem 

because such programs include the ability to provide learners 

and educators with views of completed assessment forms and 

with summary views of data. While completed assessment 

forms are helpful for the granular feedback on performance, 

they are not very helpful for understanding more broadly how 

learners’ skills are developing holistically, across clinical con-

ditions, between different domains of competence, and over 

time. Most simulation software programs have developed 

score reports to address these questions. However, due to the 

complexities of meeting a very diverse range of customer 

needs within one software program, reports are generally are 

somewhat limited in how scores are calculated and what kinds 

of analyses and visualizations are available.

OSCEs are flexible and, as is evidenced throughout this 

book, can be used in many different ways to achieve different 

educational, training, feedback, and assessment goals. 

Effective data analysis is also very complex—datasets are 

virtually always multidimensional, and while best practices 

have been identified, those are meant to be applied to very 

specific questions and data structures/types and adapted to 

the particular strengths and weaknesses of the data. One- 

size- fits-all data analysis and reporting just does not exist, 

especially in the context of OSCEs and the many ways in 

which they are used. At the same time, the number of tools 

available for analyzing and visualizing data has grown expo-

nentially. While the business world has capitalized on those 

tools, the context of education is very different, and thus, 

tools for medical education still need to be developed on how 

best to harness our data with technologies for turning assess-

ment data into knowledge and action. Too often, the OSCE 

assessment results we return to educators and learners are 

decontextualized from the point of assessment, oversimpli-

fied and reductionistic (telling only one part of the story or 

performance, underrepresenting the true complexity of 

skills), presented in isolation, and delivered too late for 

impact. In general, one can start with a simple, fairly high- 

level summary view and then can drill down to greater gran-

ularity, including performance in different contexts (domains, 

cases) and over time. Thus, visualization of OSCE data 

requires multiple ways of looking at the various levels in 

order to be useful.

Reporting of data can take many forms, including, but 

not limited to, data visualizations—graphical representa-

tions of information using visual elements like graphs, 

charts, pictures, maps, etc. Visualizing data is both a sci-

ence (with evidence-based principles) and an art, and this 

chapter will not even begin to tackle the breadth and depth 

of best practices in data visualization. Instead, we seek to 

illustrate some of those principles by providing examples 

of visualizations linked to specific reporting approaches 

and educational and training goals. By providing this menu 

of visualizations, we hope to stimulate ideas for 

reporting.

Moving forward, medical educators can take advantage of 

the broad range of tools now available to design and imple-

ment visualization and reporting systems that are education-

ally meaningful, that support skill and competence 

development, and that can be used to ensure that learners and 

trainees are prepared to be the best healthcare providers that 

they can be. Key to achieving this is following the principle 

of backwards design. This means starting the design process 

with the end in mind: providing students and educators eas-

ily understandable data that allows them to recognize 

strengths, make learning plans, and design and/or implement 

curriculum. We need to ask ourselves: what data is educa-

tionally meaningful and how to best display it? What is the 

goal of the analysis and reporting? How do we intend for the 

data to be used? For whom is the information directed? What 

should be communicated about the nature of the assessment 

data itself? In all this, it is important to engage our stakehold-

ers early on, test our visuals, and develop a narrative and 

assurance is another area to consider, but will not be covered 

in this chapter.

 Goals and Types of Reporting

A relatively simple way of thinking about reports for OSCEs 

is to consider for whom the report is designed. Is it for the 

learners, the educators who designed and implemented the 

OSCE, or for those responsible for evaluating the curriculum 

within which OSCEs reside? However, the goal of the OSCE 

assessment should also be considered: is the OSCE designed 

to provide formative feedback for learning, part of the cycle 

of practice, assessment, and feedback core needed for skills 

acquisition and mastery? Or is the OSCE designed to permit 
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summative judgements of the competencies of individual 

learners based on their performance of defined tasks in spe-

cific contexts? Is the OSCE meant to provide cohort-level 

information on the effectiveness of a curriculum or training 

program? Reports can also address the level of the “con-

struct” being assessed—is the OSCE meant to capture spe-

cific practices (e.g., adherence to guidelines such as 

hand-washing or evidence-based medicine), behaviors asso-

ciated with developing competence, demonstration of the 

skills needed to make judgements that learners can be 

entrusted to perform the patient care task in actual practice 

with limited supervision, or mastery of a complex set of 

skills needed to move to the next training stage?

Just to increase the degree of difficulty, many OSCEs 

are, and arguably should, be used to address the needs of 

multiple “users” and answer multiple questions simulta-

neously! A single report or reporting strategy cannot 

meet all those needs. Each combination of user, question, 

and level of inference about the underlying phenomenon 

being assessed requires careful design of a targeted 

reporting approach. Once the approach is fully specified, 

then decisions about how best to visualize the data can be 

made.

 Reporting for Learners

Reports provided directly to learners often focus on helping 

learners understand “how they did” (i.e., did they do well?). 

What counts as “good” is often defined by normative com-

parison with a defined group of similar learners (e.g., class, 

cohort, training program).

Normative comparisons are based on locating an individual 

learner’s performance within the performance of a group of 

peers—did the learner perform better, the same, or worse than 

others? See Fig. 6.9 for an example. The mean is often the 

basis for comparison with the focus on whether the learner’s 

scores were above the mean, around the mean, or below the 

mean. Many reporting programs use standard deviation to 

determine when an individual learner’s score places them sub-

stantially above or below the mean. Thus, a report might sug-

gest that a learner who performed more than two standard 

deviations above the mean is “exemplary” while one whose 

score places them two standard deviations below the mean is 

likely in need of remediation. This is based on the characteris-

tics of a normal distribution in which most (two-thirds) of the 

responses in this “normal curve” fall within ± two standard 

deviations of the mean. This can be a helpful way to display 

relative performance. Perhaps too often, however, we use 

these kinds of normative comparisons because they are easy to 

compute and require no additional decision-making or review.

However, whether normative comparisons are helpful 

depends on (a) whether the assessment data is normally dis-

tributed (either in actuality or is expected to be normally dis-

tributed) and (b) the goal of the assessment. If the primary 

goal is to provide feedback to the learner as to whether they 

are “on track” or not, then normative comparisons are only 

helpful if we expect the comparison cohort to represent a 

normal curve (bell-shaped, most learners in the middle clus-

tered around the mean, and some at the bottom and some at 

the top of the distribution) AND if “on track” is well repre-

sented on that curve. But if all learners are doing well, then a 

normative comparison may set unrealistic expectations. A 

learner could be “on track” and doing fine but if compared to 

a skewed sample could receive the (inaccurate) message that 

they are underperforming. Given the selection biases built 

into medical school and other health professions education 

programs, we may often be analyzing performance data that 

is highly positively skewed (many individuals performing 

well). Learners also have expressed concern that comparing 

Fig. 6.9 Example of normative comparisons. Providing learners with 

information about how they performed in comparison to their class (or 

cohort or peers) can help provide context

The gray vertical line is the mean for your class, and the gray bar repre-

sents the class range (1 standard deviation above and below the class 

mean)

Your mean is represented by the turquoise dot, and the turquoise line 

represents your range (1 standard deviation above and below your 

mean)

The chart above shows a bar chart for each learner in the cohort, sorted 

from low to high, and locates the individual learner (indicated by the 

gray bar and star) within that range
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performance amongst one’s peer implicitly (and sometimes 

explicitly) encourages competition and undermines collab-

orative learning and teamwork.

 Formative Assessment for Learners

Formative assessment is generally viewed as assessment for 

learning—a way of providing targeted feedback to learners 

(and their educators, coaches, and advisors) that directly sug-

gests areas of strength and areas of improvement and that is 

sufficiently granular/specific in order to provide actionable 

information on how to improve in weak areas (and sustain 

strengths). If we return to our consideration of the level of 

assessment (items, cases, categories of skills, OSCEs, etc.), 

reports that show learners how they were rated or assessed 

on each individual item are often used for formative assess-

ment (Fig. 6.10. Items are usually very specific (focused on 

discrete, well-defined practices or skills), and if available rat-

ing options reflect behaviorally grounded observable exam-

ples, item-level analyses can provide clear information on 

how a learner could have performed more effectively.

Reviewing performance on specific items across different 

cases or clinical scenarios (Fig. 6.11) helps learners diagnose 

whether they are struggling with particular skills no matter 

the context or if it’s only in certain situations (complex medi-

cal conditions, difficult or emotional encounters) that they 

struggle. While normative comparison has its limitations 

(described above), here, it can be very helpful to understand 

whether most learners at the same training level demon-

strated similar patterns of performance. If so (especially if 

there is evidence from similar cohorts over time), then the 

learner is likely to interpret the results as suggesting that they 

are performing as expected and while this might be an area 

for improvement or goal-setting, it is not of concern. If the 

learner sees that most learners are able to demonstrate a skill 

that they cannot, then they may naturally be concerned—

however, that is where an advisor, coach, or educator can 

step in to help the learner understand and analyze their 

performance.

In addition, however, having access to views of the assess-

ment data that provide more of a complete picture is also 

essential. A sample view of the NYU Grossman School of 

Medicine OSCE dashboard is shown in Fig.  6.12. These 

views can be dynamic, so the learner (and/or their coach) can 

select that item and view their performance across cases 

(e.g., this is an item that only causes me problems when I 

don’t have a solid foundation of medical knowledge), over 

time (e.g., I see that most learners acquire this skill by the 

end of the year and I’m already noticing improvement from 

my previous OSCE), within other learner cohorts (e.g., is 

this something learners at the next stage master?), or in asso-

ciation with other items (e.g., do learners who don’t perform 

well on this item also struggle with specific other items and, 

if so, what category of skill does that represent?).

A static report can also depict this information to help the 

learner (and their coaches) analyze the situation. See 

Fig.  6.13 for some excerpts from an individualized report 

that is created for each student through the use of R and the 

Shiny App package. It includes both high-level summative 

aggregate performance information (the four core clinical 

skill scores used to make pass/fail decisions in the top visu-

alization) but also much more granular data on performance 

that includes more context and provides more actionable 

feedback (the drill down of the specific history gathering 

skills by case and specific history domains shown in the bot-

tom visualization).

Whether to design dynamic, dashboard-based 

approaches or static reports depends to some degree on the 

data literacy of the users. Working within a dynamic dash-

board often requires some basic comfort and familiarity 

with both technology and data. It also requires that learners 

be engaged in and curious about their assessment data. 

Unmotivated learners are unlikely to take the time and 

invest the cognitive effort to review and analyze their data 

Fig. 6.9 (continued)
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Fig. 6.10 Formative assessment—completed checklist

Fig. 6.11 Formative 

assessment of performance 

across cases and with 

comparisons. Notes: This 

formative assessment report is 

provided to individual 

residents so they can see their 

overall performance in a 

category (in this case, patient 

satisfaction), compare it to 

their peers by postgraduate 

year level, and then see how it 

varied across the cases in 

which it was assessed. This 

resident generally received 

high satisfaction ratings; 

however, ratings were lower 

in two cases, and the resident 

could reflect on what may 

have led to decreased patient 

satisfaction in those contexts
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Fig. 6.12 NYU Grossman School of Medicine OSCE dashboard. 

This dynamic dashboard is built using Tableau and based on a data 

feed from our simulation center. The view featured above provides 

an overview of all OSCE data with filters for year, OSCE, cases, 

assessment types (Note, SP, Other), and categories (competencies, 

EPAs, etc.). Additional views provide a Learner Overview, 

Longitudinal View, and Student View. See Figs. 6.17 (longitudinal 

learner view) and 6.24 (curricular evaluation and planning view) 

for examples of additional views provided by this OSCE 

dashboard

interactively. Educators can enhance motivation by com-

bining review of the data with reflections, advisory/coach-

ing meetings, or preparation for upcoming high-stakes 

assessments. They can promote engagement and curiosity 

through small group sessions or by posing questions about 

the data that learners can seek to answer. Making assess-

ment data more transparent and providing learners with 

greater control over their assessment data can also lead to 

more engagement and more thoughtful analysis and reflec-

tion. It’s important to recognize that testing visualizations 

with learners is crucial to ensure they accurately interpret 

the graphs and grasp the intended message. Overloading 

dashboards with too many interactive elements can lead to 

misunderstandings, while imposing too many constraints 

may discourage use if learners feel they can’t interact and 

uncover additional insights beyond a static image.

On the other hand, reports can be designed to be more 

selective and focus the learners’ attention on specific 

ways of viewing the data (and therefore, specific inter-

pretation guidelines as to what matters). It is also usually 

easier to include explanations, interpretations, and addi-

tional information in reports than it is in dashboards due 

to the challenges of limited space available on our digital 

screens, especially when viewed on smart phones or 

tablets.

While the rich literature on feedback cannot be accu-

rately represented in this chapter, the core principals of 

providing feedback are that it should be “timely, specific, 

actionable, and task-oriented rather than person-oriented” 

and should help learners understand how to work toward 

improving their skills [20–22]. While we are currently 

focusing on the content of the feedback, it is nonetheless 

essential to take the context and the relationship between 

the individuals receiving and giving feedback into account 

(see for example the R2C2 feedback model ([23, 24]; and 

[25]) and theories of education alliance [26]). Designing 

reports and dashboards should ideally take this context 

very seriously: will learners be viewing the dashboard on 

their own or with a trusted advisor? How well do learners 

understand the results? Can learners use the results to 

develop action plans to improve weaknesses and sustain 

strengths? Will the results motivate learners, make them 

complacent, or promote a sense of helplessness? All of 

these questions (and more) can be explored throughout the 

development and design of these data visualizations—

inviting stakeholders to reflect on and respond to the vari-

ous ways of representing OSCE data, exploring the specific 

context of the data and its place in the curriculum/training 

program, and investigating the effects of feedback on the 

learners. This can be done through design thinking plan-
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Fig. 6.13 NYU Grossman School of Medicine CCSE report. This 

individualized report is created for each student through the use of 

the statistical programming language R and the Shiny App package. 

It includes both high-level summative aggregate performance infor-

mation (the four core clinical skill “scores” used to make pass/fail 

decisions in the top visualization) but also much more granular data 

on performance that includes more context and provides more 

actionable feedback (the drill down of the specific history gathering 

skills by case and specific history domains shown in the bottom 

visualization)
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ning sessions, focus groups or informal interviews on ini-

tial responses and reactions, or ongoing post-OSCE 

surveys or questionnaires that elicit feedback on the data 

dashboard or reports. These Continuous Quality 

Improvement (CQI) processes are essential to effective 

reporting—not only should reports be designed based on 

the comprehensive literature on feedback and the context 

but ongoing monitoring efforts must be in place to ensure 

the reports are achieving their intended goals.

Of course, not all dashboards are dynamic—they can be 

designed to be fairly static, with defined views of the data, 

and limited opportunities for querying or filtering the data. 

And some reports (for example, html-based Shiny App 

reports) can include limited interactivity. Regardless of for-

mat, it is important to consider learners’ motivation, engage-

ment, focus, and data literacy in deciding between 

interactivity and fixed reports.

Applications that allow users to visualize and manipulate 

the data as part of the process create reports that reflect the 

underlying OSCE data and incorporate expert judgement 

about the meaning and interpretation of the data. Figure 6.14 

is a screenshot from our Comprehensive Clinical Skills Exam 

“CCSE Grader” which allows faculty experts to review the 

OSCE data for a cohort of learners and determine appropriate 

pass/fail thresholds for a high-stakes multiple- station OSCE 

in medical school. While the CCSE OSCE is standardized 

Fig. 6.13 (continued)
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Fig. 6.14 Shiny App OSCE interface for determining pass/fail thresh-

olds. The “CCSE Grader” is a Shiny App (R) interface that allows fac-

ulty experts to review the OSCE data for a cohort of learners and decide 

on appropriate pass/fail thresholds. Once the thresholds are determined, 

reports for each learner can be created and shared. This approach allows 

for near real-time analysis and review of OSCE data, to ensure the qual-

ity of the data and support timely decision-making and dissemination of 

accurate and meaningful results

and each administration is designed to be as similar as possi-

ble to previous administrations, it is also updated and re-

designed as needed to align with student levels of competence 

and changing expectations. Therefore, decisions about how 

learners performed are best made with the actual data in hand. 

However, given the need to rapidly make decisions about 

remediation, training programs rarely have the luxury to con-

duct in-depth analyses, and so we use R and Shiny to create a 

dynamic set of views so that faculty experts can review the 

OSCE data for a cohort of learners and decide on the appro-

priate pass/fail thresholds. Once the thresholds have been 

determined, reports for each individual learner can then be 

created and shared. This approach allows for near real-time 

analysis and review of OSCE data, to ensure the quality of the 

data and support timely decision- making and dissemination 

of accurate and meaningful results.

 Summative Assessment for Learners

Summative assessment usually occurs at the end of a training 

program or curricular unit and is designed to determine 

whether the learner has achieved specific learning goals or 

objectives. At the cohort level, summative assessment results 

can help evaluate the effectiveness of the educational or 

training program. The formative/summative dimension often 

also follows along the ungraded/graded distinction, respec-

tively. Formative assessments can be viewed as part of the 

learning process—the often cyclical, iterative process of 

learning something new, practicing it, receiving feedback, 

refining that new skill, receiving additional feedback, and 

ultimately, perhaps, mastering the skill. Since the assess-

ments are essential to learning in this context, how a learner 

performs on the assessment is usually not used to make 

judgements about their competence or level of perfor-

mance—these assessments do not “count” and are not usu-

ally incorporated into grading or summative assessments. 

What matters most in formative assessments is how learners 

respond to these assessments: the degree to which they 

engage in a growth mindset or master adaptive learning 

wherein they use assessment data to set goals, work toward 

achieving those goals, and then use assessments to determine 

if they’ve met the targeted goals.

Summative assessments, on the other hand, tend to be 

more fixed and limited—they shed light on where a learners’ 

skills are at a given point in time. While formative assess-

ments often focus on more granular levels (items/defined 

skills), the level of analysis for summative assessments is 

usually more abstract or global (multiple items intended to 

capture a domain or construct), given that summative assess-

ments are used to make determinations about a learner’s mas-

tery of skills or degree of competence. In addition, they 

require more samples of performance and more rigorous 

methods in order for educators to have confidence in the sum-
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Fig. 6.15 Example of summative assessment report for learners
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Fig. 6.15 (continued)
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Fig. 6.15 (continued)
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Fig. 6.15 (continued)
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Fig. 6.15 (continued)

Fig. 6.16 Longitudinal views of communication skills over time

This student (scores represented by a purple star) performed below 

the mean periodically throughout their first year of medical school but 

then, starting with clerkships, generally performed at or above the 

mean. A student viewing this data could see their progress over time, 

consider which specific communication skills have improved, and 

reflect on OSCEs where their scores were higher or lower than 

expected

mative assessment’s reliability and validity (their consistency 

and accuracy) since they form the basis for conclusions about 

learners’ abilities that often have significant consequences.

Below, we provide some examples of reporting on sum-

mative assessments for individual learners. Figure  6.15 

shows elements of the customized report students receive as 

part of a comprehensive clinical skills OSCE.

Figure 6.16 depicts a dashboard view available to learners 

to view their summative assessment data over time.
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 Reporting for Educators/Coaches

The key difference between reporting for learners and report-

ing for educators/coaches is that educators and coaches are 

viewing individual learners’ performance in the context of a 

group of learners and have a responsibility both to the learner 

and the cohort of learners.

If you, as an educator, have designed an OSCE to pro-

vide learners with opportunities to practice and hone their 

synthetic clinical skills across a variety of clinical sce-

narios and receive feedback on those skills for ongoing 

development and mastery, then the key questions you 

want to answer when reviewing the results are things like:

• Are there any learners we should be concerned about 

because their performance suggests they will require 

remediation or other efforts to ensure they are ready for 

the next stage of training?

• As we shift to competency-based medical education, the 

flip side of this question is newly important: are there 

learners demonstrating levels of mastery that suggest they 

are ready for the next stage of training? That is, could they 

begin that stage now, rather than waiting for the time- 

delineated stage to be complete?

• Can we identify patterns of performance that highlight 

general developmental and/or curricular effects (that is, 

expected strengths, weaknesses, and changes over time 

that align with anticipated levels and kinds of competence 

and with the design of the curriculum)?

• Can we identify individual deviations from those general 

patterns that illustrate more idiosyncratic journeys to 

competence? Can we still have confidence that compe-

tence will be achieved when needed or should we imple-

ment interventions to support these learners?

• How do I help an individual learner understand their per-

formance within this larger context? What messages 

should they take from the results, what are the expecta-

tions, and what should they do if they don’t meet (or do 

meet or exceed) the standards?

Finally, aside from high-stakes summative “pass/fail” 

exams where the OSCE and its assessments are suffi-

ciently rigorous, reliable, valid, and consistent to permit a 

single judgement of competence, individual and group 

competence is almost always best understood from a lon-

gitudinal, developmental perspective. Low (or below 

expected) performance in one OSCE or case that then 

improves over time conveys a very different message, set 

of implications, and learning plans than continued low 

performance.

In Figs. 6.17, 6.18, and 6.19, we provide examples of data 

visualizations that support educators and coaches in answer-

ing these questions in collaboration with their learners.

Fig. 6.17 Longitudinal (developmental) communication performance: 

patterns, interpretations, and implications. All learners (the black trend 

line) show a gradual increase in assessed performance of skills over 

time (based on mean values). Individual learners (A, B, and C) demon-

strate different patterns or trajectories. Learner A: started out a bit ahead 

of all other learners and improved steadily but not as dramatically as the 

cohort average and ended up, at Month 24, at about the same level as the 

cohort. Learner B: started out a bit below the cohort average; started to 

“catch up”; then experienced a sharper decline in Month 12 (perhaps 

needing some time to consolidate skills); and finally also arrived, over 

the next year, at the same level as the cohort. Learner C: started closely 

with the rest of the cohort but then, instead of progressing rapidly over 

the next year, stayed static in their level of performance. These different 

profiles suggest different interventions—particularly Learner C
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Fig. 6.18 Interpreting individual strengths and weaknesses in the 

context of cohort patterns. This “heat map” shows the % of total 

points awarded to the learners across competency areas over time, 

with the deeper the shade corresponding to higher percent. The top 

visualization describes all learners’ scores by competency across four 

OSCEs arranged chronologically; the bottom visualization shows an 

individual learner’s scores. Being able to compare the individual 

learner to all learners over time can help put an individual learner’s 

patterns in context. The low score (indicated by the light pink shade) 

in the fourth OSCE for Clinical Reasoning-EPA 3b Management for 

the individual learner might be concerning if we weren’t able to see 

that all learners received (on average) a similar low score. Conversely, 

while all learners appear to be improving in terms of their assessed 

professionalism, the individual learner is demonstrating a decrease in 

professionalism over the same time. Finally, the individual learner 

demonstrates strengths in EPA 1a History Gathering and EPA 11 

Communication Skills in later OSCEs. This same pattern is seen for 

all learners. However, the individual students’ Clinical Reasoning-

EPA 1 Differential Diagnosis is declining over time and on the low 

side in the fourth OSCE, which is opposite the trend of the cohort, 

suggesting that this learner may need some additional support in 

developing their differential diagnosis skills
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Fig. 6.19 Using outcomes to 

drive individualized learning 

(precision medical education). 

Example of using OSCE 

assessments to provide 

individualized training and 

support—meeting learners 

where they are

 Reporting for Program/Curricular Evaluation

OSCE data, if collected within well-designed OSCEs with 

credible quality assurance and convincing psychometric 

properties, provide excellent outcomes for evaluating the 

degree to which programs/curriculum are achieving their 

intended objectives. While actual performance in clinical 

settings and the effectiveness of real-world skills in terms of 

quality of patient care is the pinnacle of outcome evidence, it 

is often very difficult to collect such assessments and even 

more difficult to do so in ways that are reliable and valid. 

OSCEs provide a very nice balance of feasibility, standard-

ization, control, and compelling near real-world contexts and 

clinical challenges—such balance is not easily found in the 

world of assessment and explains the power of OSCEs in 

medical education. Thus, OSCE data tells us a great deal 

about learners’ ability to demonstrate essential skills in con-

trolled but realistic situations, representing a key method of 

not only judging individual competence (as described above) 

but also of evaluating the effectiveness of training programs 

and curricular efforts.

Using OSCE data for outcome evaluation shifts the focus 

to aggregate performance (with attention to variation) across 

cohorts of learners defined by exposure to educational 

interventions.

Cohorts can be defined based on the following:

• Admissions Cycles—In medical school, we examine 

the performance of medical school classes; in resi-

dency, cohorts are defined by PGY (postgraduate year). 

This determines not only the curriculum students 

undergo but also their scope of practice and degree of 

supervision.

• Time—Represented most often in terms of secular trends 

such as students entering medical school after the 

COVID- 19 pandemic or simply over time.

• Curricular Exposure—Cohorts may experience different 

curriculum either by design or by happenstance; such cur-

ricular effects can be comprehensive (an entirely revised 

curriculum) or partial (the introduction of a new course or 

clinical training experience).

• Controlled (or Quasi-) Experiments—Cohorts defined 

through research design, such that learners could be ran-

domly assigned to either of two curricular interventions 

or by taking advantage of a natural experiment wherein 

one cohort of learners is scheduled to participate in a 

newly updated curricular block while the previous cohort 

completed the unchanged curricular block.

• Individual Attributes—Learners may differ in factors 

such as prior experience, exposure, training programs, or 

educational experiences.

Program evaluation can use the OSCE-assessed outcomes 

associated with cohorts—defined in multiple ways above—

to provide insight into the effectiveness of the educational 

programs.

Below, we describe some examples of this in practice to 

provide a sense of the ways in which OSCE data can be used 

for evaluation:

 1. Evaluation of a New Approach to Teaching: Pain man-

agement in medical school—Post-test only comparison 

of cohorts [27]:

OSCE data were used to compare the pain assessment, 

management practices, and skills of a cohort of medical 

students who participated in a new curriculum on pain 
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Fig. 6.20 Evaluation of pain 

assessment and management 

curriculum using OSCE data. 

Mean scores = % partly or 

well done adjusted for the 

following covariates: USMLE 

Clinical Knowledge Score, 

Neurology Shelf Exam Score, 

Overall OSCE 

Communication Score, and 

Overall OSCE History 

Gathering Score. All 

differences except for 

“Terminal pain assessment 

skills” were significant 

(p < 0.05)

management with those from the prior year who did not 

have the new curriculum. Three cases—abdominal pain 

(chronic), chest pain (acute), and shoulder pain (resulting 

from cancer)—were part of the routine OSCE program. 

Each had specific pain-related assessment items, includ-

ing basic skills, such as obtaining a detailed description 

of the pain, and more advanced skills, such as counseling 

about pain medication and management options. We 

compared the distribution of ratings for the specific pain 

items between the cohorts and then also computed scores 

for domains including assessment and management 

(Fig. 6.20). This study found that the cohort that partici-

pated in the new curriculum had significantly better 

advanced pain management skills than the prior cohort.

 2. Evaluation of an Initiative to Enhance Response to 

Social Determinants of Health (SDOH): Unannounced 

standardized patient (USP) data on how primary care 

teams responded to SDOH after participating in audit/

feedback sessions that provided teams with data on initial 

gaps in SDOH practices [28]:

In this study, we used USPs to collect initial data on 

whether primary care teams elicited SDOH information 

from patients and, if elicited, how they responded to those 

social needs. These data were then fed back to the teams 

in the form of audit/feedback reports (Fig. 6.21). USPs 

were then deployed again to assess whether teams 

improved. As shown in Fig.  6.22, the study found that 

providing feedback did appear to be associated with 

increased rates of eliciting and responding to some social 

determinants of health.

 3. Using Dynamic and Interactive OSCE Dashboards for 

Ongoing Evaluation of Medical School Curriculum

At NYUGSOM, the development of our OSCE dash-

board has allowed us to review performance across the 

more than 40 OSCE cases that each student completes by 

graduation. We use this dashboard to revise and recali-

brate our medical school’s program of assessment based 

on review of OSCE data on core clinical skills across the 

curriculum. These data are used to determine whether 

students are achieving expected levels of skill develop-

ment and competence at various stages throughout the 

curriculum and updating the curriculum in response. 

Ongoing review of these data has helped faculty ensure a 

comprehensive program of assessment that meets learn-

ers’ needs for practice and feedback throughout the cur-

riculum and make judgements about the readiness of 

graduates for residency.

Access to OSCE data for many cohorts of students led 

to the recognition that students’ communication skills 

were quite high (Fig. 6.23, view A) and therefore faculty 

felt comfortable with increasing the difficulty of some 

cases later in the curriculum to prepare graduates for the 

complexity of actual practice. However, review of physi-

cal examination skills identified specific areas where stu-

dents needed more training and more opportunities to 

practice and master key maneuvers (Fig. 6.23, view B). 

Identification of variation in clinical reasoning skills 

within cohorts of students experiencing the same curricu-

lum (Fig.  6.23, view C) spurred faculty in the pre- 

clerkship curriculum to provide more structured clinical 
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Fig. 6.21 Clinical team report (Firm A) based on unannounced standardized patient data (audit/feedback report)
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Fig. 6.21 (continued)
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Fig. 6.22 Impact of audit/

feedback on response to 

social determinants of health. 

Charts above describe the 

percent of unannounced 

standardized patient visits in 

which the physician elicited 

an issue of underlying 

housing insecurity from the 

USP (top) and then responded 

to that issue (bottom) for 

teams that had received audit/

feedback reports from prior 

USP visits with social 

determinant of health issues 

compared to a proxy 

comparison team that had not 

received audit/feedback 

reports [28]

reasoning curriculum in the form of illness scripts and 

similar approaches that could be used by learners across 

the spectrum of clinical reasoning development. This also 

prompted assessors to provide more granular feedback on 

defined elements of clinical reasoning demonstrated in 

students’ written notes.

Our medical school’s educational program objectives 

are defined as the core competencies associated with the 

Physicians’ Reference Competency Set (PCRS), and we 

use OSCE data at the cohort level, in combination with 

direct observation data and other outcomes, to determine 

if the medical school has achieved these educational pro-

gram objectives.
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Fig. 6.23 OSCE dashboard views for curricular evaluation and 

planning

View A: Communication Skills. Assessment of OSCE performance 

data for many cohorts of students led to the recognition that students’ 

communication skills were quite high and therefore faculty felt com-

fortable increasing the difficulty of some cases later in the curriculum, 

to prepare graduates for the complexity of actual practice

View B (below): Physical Exam Skills. NOTES: Review of physical 

examination skills identified specific areas where students needed more 

training and more opportunities to practice and master key maneuvers

View C (below): Clinical Reasoning Skills

Notes: Identification of variation in clinical reasoning skills within 

cohorts of students experiencing the same curriculum spurred faculty in 

the pre-clerkship curriculum to provide more structured clinical reason-

ing curriculum in the form of illness scripts and similar approaches that 

could be used by learners across the spectrum of clinical reasoning 

development and more granular feedback from assessors on defined 

elements of clinical reasoning demonstrated in students’ written notes. 

This led to an increase in clinical reasoning skills for that cohort of 

students
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Fig. 6.23 (continued)
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 4. Evaluating the Impact of OSCE Experiences: 

Understanding how OSCEs may influence future compe-

tence [29]:

This qualitative research study evaluated the ways in 

which learners’ participation in OSCE cases related to 

transgender health may influence their performance far-

ther along in their training and found that such formative 

experience can activate learners to develop targeted skills, 

seek out practice opportunities, and build their knowl-

edge base for the future.

 5. Evaluating Trends over Time: Communication skills 

over time in medical school provide evidence for increased 

emphasis on education and counseling skills [30]:

In this study, we tracked individual students’ commu-

nication skills performance on three core OSCEs through-

out medical school and found that while communication 

skills overall improved (in aggregate) from the start of 

medical school to the end of the core “doctoring” course 

(end of second year), there was substantial decline in the 

domain of education and counseling skills from then to a 

high- stakes OSCE completed at the end of the third year 

(Fig. 6.24). Review of the sub-domains of communica-

tion show that education and counseling communication 

skills improved the most from the start of the first year to 

the end of the first year but then declined for the third- 

year high-stakes OSCE, suggesting a need for continued 

focus on this important skill.

 6. Evaluating the Impact of Curricular Revision on 

Students’ Communication Skills: Using OSCE data to 

compare the communication skills of students exposed to 

a newly revised curriculum (C21 Personalized Pathways) 

with those of the prior cohort of students [31]:

Our medical school implemented a new curriculum 

that focused on providing students with more personal-

Fig. 6.24 OSCE 

communication skills over 

time: baseline to end of first 

year OSCE to third year 

high-stakes OSCE. Evaluation 

of our communication skills 

curricula over time [30] 

shows that medical students 

improve significantly in their 

overall communication skill 

throughout their first 2 years 

of medical school. Review of 

the sub-domains of 

communication we measured 

shows that education and 

counseling communication 

skills improved the most from 

the start of the first year to the 

end of the first year but then 

declined for the third-year 

high-stakes OSCE, suggesting 

a need for continued focus on 

this important skill
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ized pathways through medical school, including short-

ening the duration of the pre-clerkship stage of the 

curriculum from about 15  months to about 11  months. 

Critical to the success of this revision was ensuring that 

students would still be ready for the clerkship stage in 

terms of their core clinical skills. To that end, we com-

pared the communication skills of students as assessed in 

the end of clinical skills course “final” OSCE between the 

two curriculum cohorts: the class that completed the 

15-month version of the course vs. the class that com-

pleted the accelerated 11-month version (Fig.  6.25). In 

addition, because we have a longitudinal program of inte-

grated clinical skills assessment, we were able to control 

for the cohorts’ baseline communication skills by includ-

ing those assessments from the Introductory Clinical 

Encounter OSCE—a formative three-station OSCE con-

ducted in the first few weeks of medical school—in the 

statistical analyses. We found that the communication 

skills of students in both cohorts were very similar at the 

end of the course and that this was true within the three 

specific domains of communication assessed (informa-

tion gathering, relationship development, education, and 

counseling) when controlling for initial skill levels. No 

significant differences were found suggesting that the 

acceleration had not adversely affected students’ prepara-

tion for clerkships when it came to communication skills.

 7. Evaluating Whether Core Clinical Skills Are Affected 

by Completing Medical School as Part of an Accelerated 

Pathway: Comparing performance on a high-stakes 

OSCE between 3-year and 4-year pathway students [32]:

In order to ensure that students who participated in our 

medical school’s accelerated 3-year pathway were as 

ready for residency as students in the traditional 4-year 

 program, we compared the performance of these two 

cohorts on our Comprehensive Clinical Skills Exam—a 

high- stakes, rigorous, post-clerkship OSCE designed to 

make summative judgments about students’ development 

of clinical competency. As visualized in Fig. 6.26, there 

were no significant differences between the 3-year and 

4-year pathway students in terms of their core clinical 

skills mean scores, indicating that both pathways are 

acceptable preparation for residency.

Fig. 6.25 Impact of new accelerated curriculum on communication 

skills. A new accelerated curriculum was introduced at our medical 

school and led to the core skills of doctoring first year course 

(*Foundational Clinical Skills (FCS)) being shortened from about 

16  months to about 11  months. The impact of that acceleration was 

monitored by comparing the overall communication skills of the cohort 

experiencing the new accelerated curriculum at the end of the course 

with those from the prior cohort while controlling for the cohorts’ ini-

tial communication skills (using an early OSCE). No significant differ-

ences were found suggesting that the acceleration had not adversely 

affected students’ preparation for clerkships when it came to communi-

cation skills

6 Data for Learning and Program Evaluation: Managing, Analyzing, and Reporting OSCE Data
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Fig. 6.26 Comprehensive performance-based assessment to evaluate 

3-year vs. 4-year pathway program. In order to ensure that students who 

participated in our medical school’s accelerated, 3-year pathway were 

as ready for residency as students in the traditional 4-year program, we 

compared the performance of these two cohorts on our Comprehensive 

Clinical Skills Exam—a high-stakes, rigorous, post-clerkship OSCE 

designed to make summary judgments about students’ development of 

clinical competency. As visualized above, there were no significant dif-

ferences between the 3-year and 4-year pathway students in terms of 

their core clinical skills mean scores

 Advanced Techniques for Analyzing OSCE 
Data

This chapter has focused on fairly simple, widely acces-

sible methods for describing, analyzing, and visualizing 

OSCE data. There are many more advanced approaches 

to understanding OSCE data, and we very briefly and 

generally describe a few of them here. The power of 

these approaches lies in their ability to reflect the com-

plexity of OSCE data as multidimensional, with multiple 

sources of variation, potential measurement error, and 

confounding, with varying implications for education 

and training.

 Patterns/Profiles (Cluster Analysis, Latent 
Profile/Class Analysis)

As noted throughout this chapter, scores are often com-

puted that summarize assessment items by domain or 

across cases or across and entire OSCE. These summary 

scores are very useful for providing synthetic understand-

ing of performance, but they do reduce the complexity of 

the data and may therefore fail to capture important pat-

terns of results.

One way of exploring the pattern of results in OSCE 

data is through cluster analysis. Cluster analysis is an 

exploratory data analysis approach that sorts observations 

(data or cases) into groups (clusters) [33]. The clusters are 

defined empirically, through an analysis of the data, and are 

not based on prior knowledge of which cases “should” fall 

into which clusters or even what clusters are likely to exist. 

Instead, the clustering algorithm (and there are many 

approaches to clustering) maximizes the similarity of 

scores within a cluster while simultaneously maximizing 

the dissimilarity in scores between clusters. Cluster analy-

sis can identify groups of students who perform similarly 

(and differently) across a range of OSCE-assessed 

domains—patterns that might be obscured by looking only 

at mean values. Such clusters might then suggest different 

curricular approaches.

In addition, summary scores can mask deficits in par-

ticular areas if offset by strengths in other areas. Latent pro-

file analysis (LPA) is a multivariable statistical analysis 

technique that clusters individuals based on item response 

patterns of continuous data (see Becker-Haimes et al. [34] 

for an example from healthcare). If using categorical/ordi-

nal data, latent class analysis is used. As seen in Fig. 6.27, 

we used LPA to cluster students by item performance pat-

terns to identify and describe subsets of learners with simi-

lar strengths and weaknesses using OSCE communication 

skill assessments. With nine cohorts of student OSCE data, 

we used LPA to understand communication skills develop-

ment at the individual item level [35]. Three specific com-

munication skill items—“asked questions to see what you 

understood,” “allowed you to talk without interrupting,” 

and “nonverbal behavior enriched communication”—

appeared to discriminate among three clusters of students: 

generally high-performing students, average, and lower-

performing students.
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Fig. 6.27 Understanding medical student paths to communication skills expertise using latent profile analysis

 Multilevel Modeling

OSCE data are inherently nested data—meaning that skills 

are assessed within cases, assessments may be completed by 

different raters, and cases are nested within OSCEs. In addi-

tion, characteristics of the learners may interact with or influ-

ence performance, and characteristics of the context (settings, 

situations, timing, etc.) may also interact with or influence 

performance. This makes OSCEs well suited for multilevel 

modeling approaches or statistical models that include varia-

tion at multiple levels. Multilevel models can take many dif-

ferent forms and may be known by any of the following 

labels: hierarchical linear models, linear mixed-effect model, 

mixed models, nested data models, random coefficient, 

random- effects models, random parameter models, or split- 

plot designs. The units of analysis are usually individuals (at 

a lower level) who are nested within contextual/aggregate 

units (at a higher level). While the lowest level of data in 

multilevel models is usually an individual, repeated mea-

surements of individuals may also be examined.

Within an OSCE, a multilevel model might seek to 

describe how performance is influenced by case and also by 

the SP playing the cases and conducting the assessments. 

Similarly, a multilevel model might seek to account for the 

effects of the fact that students completing an OSCE were 

educated and trained in small groups that might influence 

their performance. Such models could also seek to explore 

whether distinct groups of students—as defined by sociode-

mographic characteristics—might have different patterns 

of performance across different kinds of cases or OSCEs or 

in different settings (OSCEs vs. real world practice as 

assessed by USPs).

 Generalizability Theory (G Theory)

Generalizability theory is an approach to maximizing reli-

ability by identifying sources of variance in scores in order to 

minimize measurement error. In G theory [36], sources of 

variation are referred to as facets. Facets are the parameters, 

groups, or conditions that affect assessments, including, as 

described above, the assessed individuals, raters, item or 

assessment characteristics, time, context, or setting. In a per-

fect world, one could control all of these influences and 

therefore isolate the true signal from the noise. The goal of G 

theory is to view all of these facets (and their interactions) as 

potential sources of error and to quantify the amount of error 

caused by each. The G in G Theory comes from the idea that 

when conducting assessments, one hopes to use the results to 

generalize more broadly—to the competence of the individ-

ual (e.g., from a small number of items to what would be 

found with a larger number of items), to a future point in 

time, to other types of learners, to a different setting, etc.

G studies are designed to answer specific questions about 

which sources of variance matter. First, one has to decide 

which facet will serve as the object of measurement (e.g., the 

systematic source of variance). The remaining facets of 

interest are then considered to be sources of measurement 

error. In most cases, the object of measurement will be the 

person to whom a score is assigned. Ideally, most of the 

 measured variance will be attributed to individual differ-

ences, with only a negligible amount of variance attributed to 

the remaining facets (e.g., rater, time, setting).

In one example from the literature, G Theory was used to 

determine the consistency of assessment scores in a  

post- clerkship neurology OSCE delineated by the following 
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facets: cases, domains, and items [37]. They found that the 

majority of variation was attributable to differences by domain, 

suggesting that individual students are likely to have distinct 

strengths and weaknesses. In another study [8], G Theory was 

used to determine that the major sources of variance in a fifth-

year medical student 18-station OSCE were stations/cases and 

students, while sites (setting) and versions of the assessments 

had minimum variance. This supports the use of the OSCE for 

assessing individual students’ competence but also highlights 

that such competence can vary (as it did in this study) substan-

tially across stations/cases (content-specificity).

 Growth Trajectories and Predictive Analytics

At its most simple, growth trajectories describe patterns over 

time, and predictive analytics can be defined as using data to 

predict future trends and events. In assessment terms, predic-

tive analytics closely follows the concept of predictive valid-

ity—the ability of a measurement or assessment to predict 

future behavior—but is extended to include multiple inputs 

into predicting future performance. Think multilevel model-

ing meets predictive validity!

Predictive analytics help us answer the following ques-

tion: what does what we know about performance in an 

OSCE tell us about future performance? This question is at 

the heart of much of what we care about in OSCE assessment 

as it informs how we interpret performance, what we do edu-

cationally or training-wise in response to OSCE data, and 

how we truly implement competency-based medical educa-

tion—how do we know individuals are ready for the next 

stage? There are many, many ways to “do” predictive analyt-

ics, but below, we highlight three examples from the litera-

ture to give readers a sense of how predictive analytics can 

take us to the next level in terms of understanding and acting 

upon OSCE assessment data.

Following two cohorts of medical students, Martin and 

Jolly [38] assessed the degree to which performance in a 

third-year OSCE was associated with subsequent clerkship 

exams and found a moderate (and significant) association 

between the two. Poor performance in the OSCE was 

strongly associated with subsequent poor performance in 

the clerkship exams: students in the lowest three deciles of 

OSCE performance were six times more likely to fail a 

clerkship exam. Similar results were found in a study of the 

degree to which scores on an OSCE predicted national 

exam performance in a medicine residency program [39], 

with medium- sized associations found within each 

PGY. When all years were entered into the model, PGY2 

and PGY4 years predicted failure on the national examina-

tion. Finally, a study of emergency medicine residents 

found that their performance on a five-station PGY1 OSCE 

at the start of training  predicted future resident performance 

based on faculty assessments of the residents in the emer-

gency department [40].

As our OSCE data accumulates over time, we are poised 

to be able to reap the benefits of these longitudinal databases 

to answer the next generation of predictive analytics ques-

tions: what are the key features (combinations of variables) 

including OSCE performance that predict future perfor-

mance, and does OSCE performance predict both actual 

practice and patient outcomes?

 Artificial Intelligence (AI): Machine Learning, 
Natural Language Processing (NLP), 
and Generative AI (genAI)

We cannot close out this chapter without acknowledging the 

tremendous promise genAI and large language models 

(LLMs) have for OSCEs [41]. While truly in its infancy, AI 

has many potential use cases in OSCEs. Such uses include 

examples of OSCE development, like generating cases and 

developing virtual SPs, that create low-stakes, cost-effective 

means to expand access to a wider range of training, practice, 

and feedback opportunities. From an assessment and report-

ing perspective, there is lots of interest and promising initial 

work in using genAI to analyze and categorize both quantita-

tive and qualitative (written or verbal comments, feedback) 

into grading rubrics or milestones in order to move raw data 

to the next level of interpretability and action. See, for  

example, Jani and colleagues’ [42] use of machine learning 

models to automatically label interview content and commu-

nication skills.

Given that assessing clinical reasoning and the quality of 

documentation in patient notes written as part of OSCEs is one 

of the most time- and resource-intensive of assessment ele-

ments in an OSCE, genAI holds particular promise. We, like 

many others, have piloted using genAI to grade and provide 

feedback on written notes to learners. In one recent example, 

we created a model note for the OSCE case and then prompted 

a genAI engine to provide feedback to students based on a 

comparison of their written note and this exemplar note. Some 

students found this feedback to be very helpful—grounded in 

concrete examples, personalized, actionable—while others 

were dismayed to receive feedback from an LLM.

More innovative approaches consider whether LLMs can 

identify patterns of communication, skills, and/or practices 

in OSCEs that have implications for subsequent  effectiveness 

as a healthcare provider and could therefore be used to 

develop real-time observational systems to give feedback to 

healthcare providers in time to correct those practices. 

Optimizing these uses of AI could lead to dramatic improve-

ments in the efficiency, speed, and accuracy of OSCE assess-

ment, as well as the usefulness and interpretation of the 

results.

C. Gillespie and T. K. Ark
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Lisa Altshuler, Jeffrey Wilhite, Colleen Gillespie, 
Adina Kalet, and Sondra Zabar

Highly trained standardized patients can provide a rich 

source of data for health professions education research. 

There has been substantial exploration of the methodology 

itself and its use in studying the development of learner 

skills and documenting impact of educational initiatives and 

curricula [1–3]. In this chapter, we provide a brief overview 

of how to facilitate research with standardized patients and 

describe a range of research questions and methods which 

may be relevant to your educational efforts and setting.

 Overview of Medical Education Research

OSCEs are a valuable research tool to study research ques-

tions about individual learners and programmatic impact, as 

well as other questions relevant to medical education. OSCEs 

can be used as an outcome measure, or existing OSCE data 

gathered as part of learners’ educational experience may be 

used to answer research questions about the process of educa-

tion. Medical education research (MER) calls for investigators 

to develop a theory, obtain or prepare data, and secure ethnical 

approval prior to analyses and dissemination (Fig. 7.1).
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Fig. 7.1 Medical education research

 Implementation and Facilitation of Medical 
Education Research (MER)

Conducting meaningful MER can be challenging. Sample 

sizes are often too small to address complex research ques-

tions, and it is difficult to gather consistent and comparable 

data gathering across either different training programs or 

across the UME and GME continuum. Additionally, gaining 

approval for human subjects research requires navigating 

the institutional review board (IRB) in medical environ-

ments that are more schooled in biomedical than educa-

tional research issues. Implementation of a MER registry 

can address these challenges and enhance the research pro-

cess in multifaceted ways [4–7]. This is an IRB approved 

registry that allows for use of data routinely collected for 

educational purposes. At its core, a MER registry can serve 

as a centralized repository of meticulously curated, linkable, 

ethically approved research data. Researchers can access 

research-ready datasets, larger than those available to them 

directly, without having to negotiate the often-cumbersome 

administrative procedures associated with gathering com-

plex data.

Development and implementation of a MER registry 

requires building collaborations among medical educators, 

administrative leadership, trainees, and education research-

ers. Consensus must be developed about policies regarding 

data-sharing, data linkage, consent processes, measurement 

approaches, dissemination of findings, and author credit, 

among other issues. For example, we had (and have ongoing) 

discussions to develop shared approaches to the measurement 

of communication and other clinical skills, forming the struc-

ture and consistency of rating checklists. We have worked 

toward ensuring policies about reliable and consistent scoring 

and all other aspects of measurement validity [8]. Additionally, 

the MER registry is more than just a repository; it functions 

as a learning collaborative for researchers navigating the 

complex landscape of medical education inquiry. By provid-

ing insights and direction for the formulation of research 

questions, research methods, and data  analysis, the registry 

offers invaluable support to investigators. Encouraging the 

utilization of frameworks such as PICOT (see below) further 

enhances the clarity and focus of research inquiries, fostering 

more structured and productive research.

Implementation of a MER registry requires establishing a 

robust consent mechanism, typically integrated into new 

trainee orientation events to inform trainees about the regis-

try and obtain written consent. This ensures that data collec-

tion adheres to rigorous ethical standards while laying the 

groundwork for high-quality educational research and 

institution- wide professional development and career 

advancement. The success of a MER registry hinges on the 

dedication of skilled personnel tasked with management and 

oversight of both the data gathering and use processes. A 

core contact person, or data steward, plays a pivotal role in 

expediting dataset preparation. This streamlined approach 

not only accelerates the analysis and reporting processes but 

also builds institutional capacity for educational scholarship 

and mitigates duplicative efforts among researchers.
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The establishment of a MER registry marks a significant 

milestone in the advancement of medical education research. 

Through meticulous attention to consent mechanisms, dedi-

cated personnel, streamlined data preparation processes, and 

guidance for research inquiries, institutions can cultivate a 

collaborative and research-driven environment that fosters 

innovation and excellence in medical education practice.

 Crafting OSCE-Related Research Questions: 
Using PICOT Format

In the sections below, we describe two general categories of 

research questions focusing on OSCE performance. The first 

addresses the use of the OSCE itself as a measurement tool 

assessing learner performance. As with any measurement 

approach, there are strengths and drawbacks in using OSCEs. 

An assessment of the benefits of using such a methodology 

depends on the context and the content of the performance 

addressed in each instance, along with the specific learners 

assessed. Measurement quality issues such as standardization, 

reliability, and validity are critical. These are discussed below 

in part I. The second broad category of research questions uti-

lizes OSCEs to answer specific educational questions. This 

might include efforts to assess learners, document the devel-

opment and epidemiology of skills over time, and examine the 

impact of educational efforts or specific curricula. Part II pro-

vides an overview of such questions as well as examples from 

our own body of research. The range of research questions is 

only limited by your curiosity and creativity.

To describe the research questions, we utilize the PICOT 

format [9]. This is an evidence-based framework that is 

widely used in clinical and medical education research. It 

helps design research questions that are specific, focused, 

and answerable and facilitates the search for related evidence 

and the appraisal of research findings. PICOT identifies the 

essential components of a well-developed research question 

as follows:

P (Population)—Define the specific target population of 

learners to be studied.

I (Intervention or independent variable)—Clearly describe 

the educational strategy or educational variable (e.g., spe-

cific skill or target studied) to be evaluated and its poten-

tial impact on the target population.

C (Comparison)—Identify any comparison group, which 

allows researchers to draw meaningful conclusions about 

intervention efficacy.

O (Outcome)—Specify the outcome measures to be gath-

ered, ensuring that they are clearly defined and aligned 

with study objectives.

T (Time Frame)—Specify the time frame for the study to 

allow adequately for the evaluation of the duration of 

effects over time.

See Table 7.1 for sample PICOT worksheet for your own 

research ideas.

 I. OSCEs as a Measurement Tool

Research can focus on aspects of the OSCE as a measure-

ment tool or on the efficacy and validity of the OSCE in 

addressing learners’ clinical skills and competence. Ensuring 

that the assessment is reliable and valid, particularly if it is a 

high-stakes assessment for the trainee or program, and is 

essential (Item A below).

Using best practices for implementing OSCEs and under-

standing and documenting the strengths and potential weak-

nesses of OSCEs in different contexts before conducting the 

research guides the research design and provides cautions for 

the interpretation of the results (Items B–D). Considering 

these items also helps educators distinguish between forma-

tive OSCEs, which might not require rigorous measurement 

quality, and summative experiences, which are more conse-

quential for trainees and therefore require attention to ensure 

high-quality measurement.

Table 7.1 PICOT worksheet for use when designing an SP-based research question

Study title:

Research question:

Population Target group/sample of learners

Intervention/

Independent variable

“Treatment” (curricular intervention, 

innovation, or variable expected to affect 

outcome)

Comparison Reference group (counterfactual –what 

happens without intervention?)

Outcome Measure reflecting effectiveness of 

intervention

Time Duration for study; when outcome is 

measured
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 (A) Validation Studies

Establishing the validity of a measure requires an accumu-

lation and organization of evidence to support the argument 

that the measure is appropriate for use as intended or “fit for 

purpose” (e.g., to make promotion decisions) (see Cook et al. 

[10], Kinnear et al. [11], and Ark et al. [8] for well- established 

frameworks to guide validity testing). Reliability is the essen-

tial bedrock for a validity argument. Reliability studies might 

include (1) identifying rigorous protocols for ensuring unifor-

mity of the OSCE scenarios (including consistency of case 

details, SP portrayal, and implementation details like timing, 

learner instructions, and other logistics), (2) establishing 

inter-rater agreement between or among raters observing 

(i.e., standardized patients, faculty observers) the same clini-

cal encounter and/or (3) intra-rater reliability agreement 

between ratings made by the same rater on the same perfor-

mance (e.g., one in-person and the second on a recording), (4) 

consistent use of a measurement instrument for a rater or 

group of raters using the measurement across a group of train-

ees, and (5) establishing that the measurement instrument 

consistently measures the construct as it was designed to do 

(e.g., as a scale, measured by Cronbach’s alpha). Once a mea-

sure has an acceptable level of reliability or consistency, 

many types of validity studies are possible. For instance, 

OSCE results can be compared with other established mea-

sures of clinical competence, such as faculty ratings on clini-

cal rotations, observations of real-world performance, or 

other validated assessment tools, or a range of outcomes of 

the OSCE can be identified and described.

Example A study assessing the ability of an OSCE to pre-

dict future trainee performance in actual clinical settings by 

comparing the scores of medical students on the OSCE with 

their subsequent clinical performance in real patient 

settings.

Example An investigation—both quantitatively and quali-

tatively—into the inter-rater agreement among standard 

patients observing the same set of clinical encounters.

 (B) Feedback Studies

Feedback is a crucial component of the learning process 

and development of expertise. If properly designed, OSCEs 

are a very high-value opportunity to study the impact of 

feedback on all stakeholders including individual learners, 

health professions education program leaders, and even SPs.

Example Studies of the impact of different feedback deliv-

ery methods in OSCEs on subsequent performance and skill 

retention should aim to explore various aspects of the feed-

back, including timing (e.g., immediate or delayed), format 

(e.g., written, verbal, or both), and content (e.g., specificity, 

areas for improvement, and guidance on how to enhance per-

formance). Additional questions might explore learner’s and 

educator’s perceptions of feedback, the impact of types of 

feedback on learners’ subsequent performance, the effect of 

feedback from OSCEs on the curriculum, or the potential of 

OSCE participation influencing SP’s personal growth and 

health behaviors [12].

 (C) Implementation Studies

These studies investigate the practical aspects of imple-

menting OSCEs in medical education, considering logistical 

challenges, cost-effectiveness, and the overall feasibility of 

integrating OSCEs into curricula.

Example A study examining the logistical challenges, ben-

efits, and trade-offs of integrating OSCEs into a medical 

school curriculum, considering factors such as resources, 

faculty training, and student feedback.

 (D) Qualitative Studies

Some research designs involve qualitative methods, such 

as interviews or focus group discussions, to explore learners’ 

experiences with OSCEs, perceptions of the assessment pro-

cess, and the impact of OSCE feedback on their learning.

Example Holding a focus group to explore medical stu-

dents’ opinions on the OSCE experience, including their atti-

tudes toward standardized participants, the authenticity of 

scenarios, and the impact of feedback.

Creating Scholarship from Your OSCE 
Program

In our institution, OSCEs have served as a launching point for 

new measures of trainee competence, including entrustment 

([13], telemedicine-specific practices [14], and specific commu-

nication challenges (e.g., vaccine hesitancy [15], implicit bias 

[16], responding to social determinants of health [5–7]. As the 

second column of Table 7.2 details, during refinement of mea-

sures for our simulated “Night on-Call” program (see Chap. 10 

and Kalet et  al. [17] for a full description of the UME near-

graduate comprehensive, immersive simulation), a single item 

assessing the degree to which an OSCE station observer “trusts” 

their trainee to engage in independent practice was piloted [13]. 

Pilot results suggested that entrustment scores provide nuance 

to other measures of preparation for the transition to residency. 

This entrustment data, when collected longitudinally, can pro-

vide ongoing assessment of the overall  trustworthiness of resi-

dents—a construct that residency program directors prioritize 

L. Altshuler et al.
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Table 7.2 PICOT examples of validity studies

Study: Ob/Gyn Test of Integrated Professional Skills [18] Night on-Call: Readiness for Residency Simulation [13]

Research question How do assessments of residents’ procedural and 

communication skills in an OSCE correspond to 

faculty ratings?

Can multi-source assessment of OSCE performance 

be used to make “entrustability” judgments?

Population Ob/Gyn residents Fourth year medical students

Intervention/

Independent variable

N/A N/A

Comparison Faculty ratings Underlying “construct”—Derived from multiple trainee 

assessments

Outcome Validity of OSCE measure Reliable and valid “entrustability” decision regarding 

readiness for residency

Time Cross-sectional Cross-sectional

Table 7.3 PICOT examples of needs assessments

Study: Virtual Communication Skills [19] Virtual Urgent Care Onboarding [20]

Research question Do primary care residents perform differently during 

an OSCE case conducted in-person vs. virtually?

Do physicians know how to conduct virtual triage 

and communicate with a patient with upper 

respiratory infection?

Population Medicine residents (PGY 1–3) Virtual urgent care physicians as part of a faculty 

onboarding program

Intervention/

Independent variable

Telemedicine curriculum Description of telemedicine

Communication skills

Comparison Residents with and without exposure to virtual care 

practice opportunities

N/A

Outcome Comprehensive video visit with patient, appropriate 

communication skill use

Appropriate communication skill use, patient 

education, physical exam skills, medication 

reconciliation

Time 1 year between assessment points Cross-sectional

when discussing the UME-GME handoff. This measure has 

since been added to every annual OSCE at our institution. The 

second column of table 7.2, “Ob/Gyn Test of Integrated 

Professional Skills,” describes  validated measures of trainee 

competence by comparing to faculty ratings.

 II. OSCEs to Explore Patterns of Development, 
Guide Educational Efforts and Ensure Clinical 
Quality

OSCE data can elucidate the development of skills over time 

(e.g., typical patterns of communication skills development 

from beginning to end of medical school), assessing the impact 

of curriculum as well as curricular gaps, identifying weak-

nesses in individual learners, and ensuring quality assurance.

 (E) Needs Assessment

Needs assessments help investigators identify areas that 

their learners would benefit from additional training opportuni-

ties in. From a study design standpoint, they are usually 

descriptive, but there are opportunities for quasi- experimental 

study efforts based on the structure of your research question. 

For example, examining data across multiple years is a quasi-

experimental design that looks at learner over time or group 

change.

Example Table 7.3: “Virtual Communication Skills” exhib-

its the quasi-experimental example of analyzing data col-

lected during two annual assessments, one in-person and the 

other conducted virtually [14, 19]. Exploration of perfor-

mance during the two periods contributed to curricular 

refinement efforts.

Example Examples of a needs assessments include our base-

line explorations of resident willingness to engage in gender 

affirming care [21], virtual care provision and telemedicine 

skill integration among urgent care physicians ([20]; Table 7.3: 

“Virtual Urgent Care Onboarding”), assessment of resident 

ability to identify impaired colleagues [22], and whether resi-

dents can identify and manage opioid overdose [23]. Through 

these approaches, one can either identify areas of individual 

strength and weakness or identify in the aggregate needs for 

training or remediation in your institution.

 (F) Educational Epidemiology

Rigorous studies of learners over key components of the 

continuum are relatively new to medical education. 

7 Scholarship and Education Research Registry
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Longitudinal studies track the performance of learners over 

an extended period, using OSCEs at multiple points to assess 

the development and retention of clinical skills over time.

Within our institution, we have amassed over 15 years of 

OSCE data. Because the communication skills checklist we 

have used was designed rigorously, used ubiquitously, and 

stably maintained over time, we are now able to analyze the 

data for trends.

Example In Table 7.4: “Communication Skills over Time,” 

we identified cohorts of trainees in need of remediation (a 

rare event) and have ascertained the specific measures that 

are most meaningful in providing insight on our trainees’ 

skills [24] and have learned that refining skills is difficult 

[25]. For example, the checklist items “Allowed you (the 

patient) to talk without interrupting” and “nonverbal behav-

ior enriched communication” differentiate between average 

and low-performing profiles of learners, while patient educa-

tion items are challenging across all learner profiles [24]. We 

have also compared practice patterns between OSCE stations 

and USP visits and found patient education skills demon-

strated when a trainee is a student aren’t always transferred 

to independent practice as residents [5–7].

Example A longitudinal study tracking the development of 

clinical skills in a cohort of medical students over several 

years, using OSCEs at different points to measure progress. 

Cohort studies, examining groups of learners over time, use 

OSCEs to provide insights into trends, patterns, and factors 

influencing clinical competence development. They can also 

assess the impact of “nested” interventions such as changes 

in curriculum.

Example A cohort study following a group of students dur-

ing medical school and residency, utilizing OSCEs to iden-

tify trends in competency development and analyzing factors 

influencing progress ([26]; Table  7.4: “Communication 

Skills Across the UME-GME Continuum”).

 (G) Curriculum Evaluation

Researchers may use OSCEs to evaluate the impact of 

specific interventions on learners’ clinical skills and 

performance.

Example An intervention study implementing a targeted 

training program for communication skills and assessing its 

impact. We have been able to evaluate the impact of curriculum 

on home visit skills [27], pain management ([28]; Table 7.5: 

“Pain Assessment and Management Skills After Exposure to 

Experiential Curriculum”), substance use disorder treatment 

[29], and transgender health skills ([30]; Table 7.5: “Impact of 

OSCEs Across the UME-GME Continuum on Transgender 

Health Skills”) using our standardized checklist. Using OSCEs 

early in an education program (we do a three-case OSCE the 

second week of medical school) has the distinct advantage of 

establishing a baseline for skills. A pre-intervention OSCE is 

invaluable for studying change in response to curricular activi-

ties; however, the researcher needs to recognize that the OSCE 

itself may have raised a student’s awareness to what is expected 

of them and therefore influenced post-intervention perfor-

mance independent of the intervention. This “testing effect” 

can be detected by adding a control—“non-intervention” arm 

to the study design.

 (H)  Quality Assurance

SP data can also provide new insight on care quality. Here, 

we define care quality as the standards for clinical triage, 

management, and follow up. Through ongoing OSCE assess-

ments, we are able review learner performance on a number 

of quality measures, including prescribing patterns and refer-

rals for services. As an example, our OSCE stations on coun-

selling asthmatic and opioid-dependent patients gave clear 

insight into clinical practices of our residents. Additionally, 

our use of unannounced SPs (USPs) in tandem with OSCEs 

provides insight into our trainees’ clinical practice patterns 

Table 7.4 PICOT examples of longitudinal studies

Study: Communication Skills Over Time [24, 25] Communication Skills Across the UME-GME 

Continuum [26]

Research question How do learners’ communication skills develop over 

time? Are there distinct trajectory patterns?

How do competencies develop between medical 

school and residency?

Population Medical students (into residency) Students who complete both medical school and 

residency at NYU

Intervention/

Independent variable

Training/skills development Our training programs (medical school and/or 

residencies); patterns of competence development

Comparison Variations in education and training (cohort effects); 

learner characteristics

Performance during OSCEs at two developmental 

time points (medical student post-clerkship 

assessment vs. PGY2 assessment)

Outcome Communication skills Trainee skills during PGY2

Time Longitudinal—Repeated measures at three points during 

medical school (developmental)

Longitudinal (cohort type study)
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Table 7.5 PICOT examples of curriculum evaluation

Study: Impact of OSCEs across the UME-GME Continuum on 

Transgender Health Skills [30]

Pain Assessment and Management Skills After 

Exposure to Experiential Curriculum [28]

Research question Does prior exposure to transgender health skills during 

medical school improve competency with these skills during 

residency?

Does exposure to experiential pain 

management curriculum improve?

Population Internal medicine residents Third year medical students

Intervention/

Independent variable

Transgender OSCE during medical school Pain management curriculum

Comparison Residents who trained at NYUGSOM and who previously 

participated in a transgender OSCE as part of their UME 

curriculum vs. residents who attended different medical 

schools and did not participate in NYUGSOM transgender 

OSCE

Medical students exposed to curriculum vs. prior 

year’s class which did not receive it

Outcome Skills demonstrated on OSCE case Skills demonstrated on OSCE case

Time Single-year Cross-sectional

Table 7.6 PICOT examples of skills transfer for quality assurance

Study: Opioid Prescribing Practices [31] Variation in Depression Management [32]

Research question Are residents following best practices in 

opioid prescribing?

How much variation is there in prescribing, ordering, referrals, 

documentation, and scheduling of return visits when managing 

depression?

Population Medicine residents (USP visits) Medicine residents (USP visits)

Intervention/

independent variable

Assessment of alignment with opioid 

prescribing recommendations

Description of variations in care

Comparison Exploration of performance based on 

specialty, PGY level, clinical experience

Degree of variation; patterns of variation (by resident); influences 

on variation (case; setting; hecticness, etc.)

Outcome USP measures of assessment, education and 

counseling, and treatment recommendations

Chart review of prescriptions, orders, referrals, documentation, 

return visit scheduling for same clinical cases

Time Cross-sectional; monitor over time Repeated measures (multiple cases over time)

[5–7]. In one such study, our USP data captured asthma medi-

cation prescribing, resident patient education practices, medi-

cal record documentation, and appropriate time for return to 

clinic for a patient presenting for acute exacerbation [5–7]. 

Through similarly structured research questions, we exam-

ined variation in residents’ prescribing practices when patient 

requested opioids for back pain ([31]; Table  7.6: “Opioid 

Prescribing Practices”). We also examined variation in resi-

dent diagnosis, treatment, and prescribing practices for USPs 

presenting with depression symptoms ([32]; Table  7.6: 

“Variation in Depression Management”). In your own work, 

care quality-based questions will help you incorporate more 

complex, nondescriptive questions into your hypotheses. In 

these experimental studies, SP data can help you understand 

if, how much, and under what circumstances skills transfer 

from OSCEs into practice.

 III. Other Research Questions: Hypothesis 
Testing and Causal Modeling (Example: Do 
Trainee or SP Behaviors Impact the Outcome?)

We used OSCE data to quantify the relationship between 

patient education skills and degree of trust for a vaccine- 

hesitant SP [15]. Hypothesis testing and causal modeling 

will ultimately allow you to identify specific skills needed 

for effective care provision, and results can inform you about 

an individual learner’s needs. Other examples in our institu-

tion include our study of attitudes toward obesity and their 

impact on communication skills ([33]; Table 7.7: “Role of 

Physician Attitudes Toward Obesity”) and the impact of 

unique smoking cessation communication styles on patient 

activation ([34]; Table 7.7: “Impact of Communication Style 

on Activation”). Predicting specified outcomes, such as asso-
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Table 7.7 PICOT examples of hypothesis testing and causal modeling

Study: Role of Physician Attitudes Toward Obesity [33] Impact of Communication Style on Activation 

[34]

Research question Is competence in assessing and counseling obese patients 

about weight management associated with attitudes 

toward obesity?

How do communication styles impact resident 

ability to sway a patient who smokes?

Population Practicing physicians Residents

Intervention/

independent variable

Attitudes toward obesity (obese patients, causes of obesity, 

treatment expectations)

Quality of patient education efforts

Comparison Physicians with positive vs. negative attitudes Patient education coupled with direct cessation 

recommendation vs. solely recommending 

cessation

Outcome Obesity counseling practices (assessment, counseling, 

management)

Degree of patient activation

Time Cross-sectional Cross-sectional

ciations between skills and trust, between clinical chaos and 

communication, or between care provision and clinical out-

come, may be the next frontier for medical education 

research.

 Conclusions

In summary, OSCEs can be used as needs assessments in 

medical education and healthcare settings to identify gaps in 

clinical knowledge and skills, assess competency levels, tai-

lor educational interventions, evaluate training program 

effectiveness, inform curriculum development, and ensure 

quality assurance. Medical education researchers should 

seek to share these insights focusing on problem-solving or 

discovery of insights that build on current knowledge and are 

generalizable. Data generated by SPs through highly reliable 

and consistent use of checklists has the potential to impact 

educational programs and add to our understanding of clini-

cal competence. Though data are often collected purely for 

educational purposes, with careful theory and evidence 

informed pre-planning, the data can also be purposed for 

meaningful, publishable scholarship. While not an absolute 

requirement, a MER registry can optimize the research pro-

cesses across your institution. Use of the PICOT framework 

will greatly enhance team alignment and output and bolster 

your research enterprise.

Best Practices

• Create a shared mental model for assessment across 

learner types and programs to facilitate educational schol-

arship and research.

• Invest in infrastructure to make sure that, when appropri-

ate, the same measurements are used over time and across 

programs.

• Use the PICOT format to help create questions and design 

medical education studies to foster successful 

scholarship.

• Collaborate with your Office of Medical Education and 

IRB to establish a medical educational research registry 

to create a thriving community of practice for educational 

scholarship.
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Performance-based assessments (PBAs) are an ideal meth-

odology of training and assessment that contributes to a mul-

titude of individual and programmatic benefits. They can 

provide the opportunity to practice solving common prag-

matic dilemmas as well as expose learners to uncommon 

clinical scenarios. PBAs also facilitate program evaluation 

by identifying programmatic strengths and gaps and allow 

educators to address core curricular deficiencies. OSCE 

trainings and assessments can be nimbly adapted as treat-

ment protocols emerge or change, while annual and longitu-

dinal OSCE programs can produce useful data for 

administrative dashboards and scholarship. All health pro-

fessions educators can draw on their creativity and clinical 

experience to create cases that enrich the learning environ-

ment and ensure competency, and the process of creating 

cases and assessment forms and engaging faculty observers 

for feedback builds both a shared mental model for assess-

ment and a community for learning.

OSCEs are well-suited to address myriad educational 

goals. In this chapter, we showcase instances where OSCEs 

can (1) teach and assess new curricular topics, (2) ensure 

everyone has exposure to essential skills, (3) provide a pro-

gram of assessment for trainees, and (4) prepare clinicians 

for transitions. Within these four categories, Table 8.1 gives 

an overview of programs that use OSCEs in each of these 

four contexts. These OSCEs are further described in Tables 

8.2, 8.3, 8.4 and 8.5, and bolded cases have been “spot-

lighted” to demonstrate a diverse set of programs with reflec-

tions from educators on their process, the impact of their 

program, their advice on implementation, and lessons 

learned. Tables 8.2, 8.3, 8.4 and 8.5 offer a curated catalog of 

approaches or projects with literature references for further 

exploration (“Selected References” section at the end). We 

hope this chapter will spark your creativity and lead to inno-

vations to help prepare the next generation of health 

professionals.
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Table 8.1 Road map for curated catalog of OSCEs—organized by type and spotlighted programs

1. OSCEs to teach new curricular topics 3. OSCEs as programs of assessment—monitoring your 

clinicians’ skills development

• Virtual heath at the veterans association ambulatory clinic

• Addressing discriminatory patient comments

• Social determinants of health screening in ambulatory care

• Palliative care fellowship

•  Emergency medicine faculty: Starting buprenorphine in the 

emergency department

• Telemedicine Care at Student Health Center

• Assessing COVID-19 preparedness

• Neurology residency

• Gastroenterology fellowship

• Primary care internal medicine residency program

• Internal medicine residency program

• Pediatric residency

• Surgery residency

2. OSCEs to teach/assess skills “everyone” needs 4. OSCEs to prepare learners for transitions

• Care for Transgender and Gender Diverse (TGD) people

• OBGYN residency

• Reproductive endocrinology fellowship

• Research assistants recruiting older adults to clinical trials

• Transitions of care management skills

• Onboarding new faculty

• Anesthesiology residency program

• Neonatal intensive care fellows

•  First night-onCall: Experiential patient safety orientation for all 

incoming interns

•  Night-onCall: Near-graduation assessment of all 13 EPAs prior to 

internship

 Section 1: OSCEs to Teach New Curricular 
Topics

 Spotlight on OSCEs for Virtual Heath at 
the Veterans Association Ambulatory Clinic

Interview with Anne Dembitzer, MD, with the New York 

Harbor Veterans Health Affairs and Zoe Phillips, Research 

Coordinator

 Why Did You Choose to Implement This Program 

in the Clinical Setting During Patient Care?

In the 2 and a half years since the onset of the pandemic, 

many of our residents and faculty at the Veterans Health 

Affairs Clinic (and most other hospital systems) have 

expressed varying levels of comfort with aspects of virtual 

care (e.g., relationship building with patients, communica-

tion over video), and it has become clear that quality tele-

health care requires a set of distinct skills. Because both 

residents and faculty have limited time to complete train-

ings, we designed a workplace-based training that would 

occur during clinic time and provide direct, actionable 

feedback on their ability to provide telehealth care. Our 

learners were primary care residents and faculty at the VA, 

so many of their patients were older adults with chronic 

conditions that could be well-served and monitored via 

virtual care. Identifying hearing loss and adjusting sound 

and screens were particularly important skills for clini-

cians to connect with VA patients. We designed cases that 

would allow our learners to practice interactions with real 

patients and referral to VA-specific virtual care resources 

and services.

 How Was This Announced Standardized Patient 

(ASP) Experiential Learning Program Received  

by Learners and Clinical Leadership?

The announced standardized patient (ASP) experiential learn-

ing program was very useful for clinicians and provided 

insight into clinicians’ skill development; 92% of clinicians 

reported it was well designed and engaging, and 88% agreed 

it was an effective way to reinforce good habits in healthcare 

communication. Though some were frustrated that the 

encounter took place during clinic time, 69% said they would 

recommend it to a peer. Learners who performed well on tele-

medicine skills were more likely to be considered good com-

municators, which supported our assertion that telemedicine 

skills were a critical part of quality care. In the future, we 

might want to collect ongoing data to determine whether 

feedback had a positive impact on clinicians’ telehealth skills. 

We only sent one visit to each clinician, so we didn’t get the 

opportunity to measure change. We also had no way of pro-

viding feedback on the EMR note the clinician was asked to 

complete. In the future, we could use a standardized checklist 

to assess the EHR note and give feedback to the clinicians.

 What Advice Do You Have for Someone Looking 

to Create a Similar ASP Program?

 (1) Find out what faculty want and need. Conduct a needs 

assessment with target learners and educators to develop 

cases.

 (2) Promote efficiency of ASPs. Inform the clinical commu-

nity about the advantages of work-placed learning—

using the EHR and team in real time.

 (3) Find a clinical partner. Schedule announced standardized 

patient visits at regular intervals with clinicians and have 

a clinical partner who understands the flow of the clinic.

S. Zabar et al.
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 (4) Don’t forget the notes. Develop a method for evaluating 

clinical notes to provide immediate feedback to 

clinicians.

 (5) Feedback, feedback, and more feedback. Ensure feedback 

to clinicians is timely (within a few days) of the encounter 

so the clinician can recall the reason for the feedback.

Table 8.2 OSCEs to teach new curricular topics

Program/topic Problem Logistics Cases Outcomes

Virtual Heath at 

the Veterans 

Association 

Ambulatory Clinic

•  The transition to 

telemedicine at the onset 

of the COVID-19 

pandemic revealed an 

urgent need for virtual 

health skills

•  Implementing a 

competency-based 

experiential training 

program using 

Announced Standardized 

Patients (ASPs) in the 

workplace with the actual 

Electronic Health Record 

(EHR) could rapidly train 

residents and faculty

Learner:

76 VA providers (16 

faculty and 60 

residents)

Frequency: one 

visit/learner, over 4 

months

Feedback: SP verbal 

feedback and 

checklist, learner 

completed a note and 

self-refection

Location: in-situ: 

ASP placed in 

providers regular 

clinic schedule, visit 

took place on clinic’s 

video platform

Number of cases: 2 (1 per 

learner)

Core Topic:

Chronic disease 

management of 

hypertension with either a:

 –   Hearing-impaired 

patient

 –  Patient with low 

technology skills

•  Workplace-based simulation 

acts as a needs assessment and 

quality improvement program 

to teach a new set of skills

•  Embedded into regular clinic as 

a virtual visit for a new patient, 

modeling real life experience

•  Feedback went to clinical and 

educational leadership as well 

as learners

•  Collaborative project with IT, 

EHR, Residency program and 

GIM faculty

•  Signaled importance of these 

skills since the training took 

place during dedicated clinical 

time

Addressing 

Discriminatory 

Patient Comments

•  Patients demanding for 

reassignment based on 

biases and discrimination 

is a fairly common 

occurrence that residents 

are unprepared to address

•  Lack of team support 

after experiencing 

discrimination 

compounds the initial 

insult, further affecting 

the individual’s 

well-being and ability to 

effectively deliver patient 

care

Learner:

Pediatric faculty and 

residents, IM 

Residents, Neurology 

residents

Frequency: once 

during residency

Feedback: SP verbal 

feedback and 

checklist, faculty 

observer feedback

Location: Simulation 

center, in-person or 

virtual

Number of cases: 1

Core Topic:

Case centered on 

supervising a Muslim 

Standardized Learner (SL) 

who experienced 

discrimination after an 

assigned patient requested 

a new physician. The SL 

rated participants on three 

domains:

 – Supervision

 –  Relationship 

Development

 – Supporting the Learner

•  This OSCE signaled 

leadership’s support of learners 

and that they took the 

institution’s policies seriously

•  Case can be performed as a 

station in an OSCE, part of 

workshop, or as a group OSCE

•  Cases can be adapted for 

faculty, residents or medical 

students

•  A qualitative analysis of 

comments from the SL revealed 

that high-performing residents 

(HPR) more frequently 

demonstrated positive 

behaviors (using supportive 

body language, verbalizing 

support) and elicited feelings of 

validation

•  All learners noted that the 

opportunity to practice these 

skills in a safe environment was 

valuable given the charged 

subject matter

(continued)
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Table 8.2 (continued)

Program/topic Problem Logistics Cases Outcomes

Social 

Determinants of 

Health (SDOH) 

Screening

in Ambulatory 

Care

•  Little is known about 

how clinical care teams 

respond to SDOH issues 

during a primary care 

visit and how best to 

increase the response to a 

SDOH once identified

•  Note: used Unannounced 

Standardized Patients 

(USPs) = secret shoppers

Learner:

2 primary care clinics 

received 108 visits

Frequency: 4 visits 

scheduled/week, for 

18 months

Feedback: SP 

checklist, individual 

reports to learner and 

aggregate reports to 

clinical leadership

Location: in-situ, 

Primary Care Clinic

Number of cases: 6 

different cases

Core Topics

Address financial and 

housing SDOH embedded 

in 5 clinical cases:

 – Wellness Visit

 – Fatigue

 – Asthma exacerbation

 –  Patient Education and 

Hepatitis B

 – Acute Back Pain

•  Cycles of audit and feedback 

with targeted educational 

information reinforced best 

practices

•  Rates of identifying housing 

insecurity increased for teams 

that received audit/feedback 

reports.

•  Partnership with residency 

directors and clinical leadership 

(across disciplines) was crucial 

to the success of a USP 

program

•  Project led to new 

collaborations with Chief 

Medical Office and additional 

funding.

Palliative Care 

Fellowship

Extubating is a common 

but not predictable event 

that requires competence 

by anesthesiology, primary 

care, geriatric and 

emergency medicine 

physicians

Learner:

28 total: PC, 

Pulmonary and 

Geriatric fellows, 

Neurosurgery 

residents, and PC 

NPs

Frequency: Annual

Feedback: SP verbal 

feedback and 

checklist, faculty 

observer feedback, 

all formative

Location: Simulation 

center, in-person

Number of cases: 1

Core Topic:

Hybrid OSCE and 

simulation: SP, ventilator, 

and mannequin on 

palliative extubating

•  Funded by internal program for 

medical education innovation 

grants, then integrated and 

sustained in curriculum for all 

3 fellowships

•  Won Best Education Innovation 

at the 2020 American Thoracic 

Society meeting

•  Created SIM-plifying Palliative 

Extubating Toolkit for other 

programs to be able to 

implement the simulation

Emergency 

Medicine (EM) 

Faculty: Starting 

Buprenorphine in 

the

Emergency 

Department (ED)

•  Initiating buprenorphine 

and referral in the ED for 

treatment for Opioid Use 

Disorder (OUD) is 

feasible, highly effective, 

and cost-effective 

treatment, yet is rarely 

initiated in EDs

•  EM faculty have a range 

of comfort and 

experience in prescribing 

treatment for OUD

•  Important, timely topic 

for faculty development

Learners: EM 

Faculty

Frequency: Part of 

an annual faculty 

development series

Feedback:  SP 

checklist, faculty 

observer feedback, 

and 20 min group 

debrief with faculty 

facilitator after each 

GOSCE case

Location: Simulation 

center, in-person

Number of cases: 3 Group 

OSCE (GOSCE) cases

Core Topics:

•  Patient anxious to leave 

the ED after treatment 

with intranasal naloxone 

by EMS

•  Patient requesting detox 

admission from “Oxy”

•  Patient requesting/

demanding opioid pain 

medication

In each case they:

a)  Assess for ED-initiated 

buprenorphine

b)  Discuss the patients’ 

substance use

c)  Provide counseling and 

education where 

appropriate

•  The 3 cases provided intense 

simulated experiences with 

challenges often faced in the 

ED

•  The structured debrief focused 

on enhancing faculty’s ability 

to properly screen and treat 

patients with buprenorphine as 

well as improving 

communication skills

•  The program increased 

faculty- reported comfort 

administering buprenorphine, 

helped facilitate the use of 

non-stigmatizing language, 

gave faculty new strategies 

when confronted with OUD in 

the ED, and positively changed 

perceptions of buprenorphine 

and OUD

(continued)
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Table 8.2 (continued)

Program/topic Problem Logistics Cases Outcomes

Telemedicine Care 

at Student Health 

Center

•  As practices shift toward 

telemedicine, many lack 

clinical workflow for 

virtual care provision

•  Private practices do not 

have routine 

opportunities for 

continuing medical 

education for their staff

•  Secret shopper/ 

Unannounced 

Standardized Patient 

(USP) visits can be used 

for quality improvement 

projects

Learner:

16 clinicians (8 MDs, 

7NPs, 1 PA)

Frequency: 2 cases/

learner

Feedback: USP 

checklist; chart 

review, individual 

reports, aggregate 

reports for clinical 

leadership

Location: in-situ; 

USP placed in 

provider’s regular 

clinic schedule, used 

clinic’s video visit 

platform

Number of cases: 2

Core Topics:

•  Sexual health screening 

and counseling

•  Depression recognition 

and management

•  This simulation program 

created an academic 

partnership with clinical faculty 

that served as a quality 

improvement project for a 

private practice/student center

•  Provided data and feedback to 

clinical leadership and 

individual clinicians

•  Highlighted gaps in workflow, 

especially compared to 

in-person visits

Assessing 

COVID-19 

Preparedness

•  The emergence of 

COVID-19 necessitated 

rapidly identifying and 

isolating potentially 

infected individuals

•  USPs presented a unique 

way to evaluate the level 

of COVID-19 

preparedness in a 

community clinic

Learner:

4 community health 

clinical teams

Frequency: 1 visit/

team; 4 total visits 

over 1 month

Feedback: 

Immediate feedback 

from USP to team 

when USP discloses 

identity after team 

isolates them; USP 

checklist

Location: in-situ, 

Ambulatory Clinic

Number of cases: 1

Core Topic: USP was 

trained to present at each 

team’s front desk with the 

complaint of feeling 

unwell; the USP then 

evaluated each step of care 

throughout the encounter

•  Case was developed rapidly 

with clinical leadership to 

evaluate whether teams were 

appropriately following 

protocols for isolation

•  USPs revealed significant 

variation in care practices 

within a clinical system

•  The immediate feedback 

allowed the teams to take quick 

steps to ensure all team 

members understood the 

protocol and could provide the 

most appropriate care to a 

potentially infected individual

 Section 2: OSCEs to Teach/Assess Skills 
“Everyone” Needs

 Spotlight on Care for Transgender and Gender 
Diverse (TGD) People

Interview with Richard Greene, MD, MHPE, Associate 

Director of the Primary Care Internal Medicine Residency 

Program at NYUGSOM and Director of Bellevue Hospital 

LGBTQ+ Health Services.

 What Motivated You to Use OSCEs to Teach 

and Assess Caring for Trans* Patients?

When I began teaching learners about the skills of gender- 

affirming care, it quickly became clear that an important bar-

rier between the provider and the patient was discomfort. 

Providers are often uncomfortable because they lack experi-

ence taking care of transgender or gender diverse (TGD) 

patients. This can lead them to feel uncomfortable with 

everything from their language to their ability to answer 

questions. Similarly, given the health disparities among TGD 

patients and the fact that the vast majority of TGD patients 

have had negative experiences when accessing healthcare, it 

is important not to throw inexperienced learners in to see 

patients who may have high needs and difficult prior experi-

ences. An OSCE is the perfect way to fill that gap—learners 

have the experience of practicing language and receiving 

feedback from TGD standardized patients (SPs) and develop 

some confidence, and the patients get better care when they 

come to their clinical spaces.

 What Have You Learned?

We have learned A LOT doing these OSCEs. The most 

important lesson we learned is that good psychosocial skills 

are the same for everyone but don’t always cover the neces-

sary material. Learners with strong psychosocial skills 

received high marks from the SPs even when they side 

stepped any specific questions about their gender identity 

(when these were directly relevant to the care the patient 

would receive). We had to develop more specific items to 

assess whether the learners were discussing gender identity- 

related topics with their patients in ways that made the SPs 

feel they were getting the best care possible. We also learned 

that we need two types of cases with TGD SPs, one set to test 
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Table 8.3 OSCEs to teach/assess skills “everyone” needs

Program/topic Problem Logistics Cases Outcomes

Care for 

Transgender and 

Gender Diverse 

(TGD) people

•  Curriculum gap for care 

of transgender patient in 

UME, GME, and CME

•  Not possible to ensure 

every trainee will get the 

experience of caring for 

TGD people during 

training due to learning 

environment or number 

of learners

•  Necessary to protect 

TGD patients from 

negative or exploitive 

care experiences with 

learners who do not yet 

have the necessary skills 

for affirming care

Learner:

First year medical students, 

IM, EM, and GYN 

residents, pulmonary and GI 

fellows

Frequency: Annual

Feedback: SP verbal 

feedback and checklist, 

faculty observer feedback

Location: Simulation 

center, in-person or virtual

* Notes: Transgender 

individual hired and trained 

to portray case

Number of cases: 10

Core topics:

Cases adapted for 

specialty and learner  

stage—

•  Trans-inclusive 

language (affirmed 

name, pronouns, 

etc.)

•  Clinical knowledge 

(TGD-inclusive 

screening and 

medical needs)

•  Initiating hormone 

therapy, 

continuation of 

hormone therapy, 

managing adverse 

effects

•  Abdominal pain 

with organ 

inventory

•  Taking an inclusive 

and affirming sexual 

history

•  Managing sexual 

health

•  Developed a group of 

“patients as teachers”—TGD-

identified individuals to 

portray the cases authentically

•  Simulation implemented for 

potential low-frequency 

clinical experience ensured 

everyone has training and 

competency in DEI

•  Can be used in remote format 

for expanded dissemination

•  Residents reported they were 

grateful for the opportunity to 

practice the skills. Faculty and 

SP feedback helped residents 

identify learning needs, 

including how to ask directly 

about transition, appropriate 

terminology, how to admit 

lack of knowledge to a patient, 

and putting aside 

preconceptions about a 

patient’s identity

(continued)

the skills and knowledge of gender-affirming care and 

another to observe how learners interact with TGD SPs when 

the clinical aspects of the case do not involve gender identity. 

We don’t want learners to ignore gender identity when it is 

relevant but don’t want them to focus exclusively on a 

patient’s gender identity to the exclusion of the actual medi-

cal issue.

 What Advice Do You Have for Someone Looking 

to Create a Similar OSCE Program?

Given the vulnerability for harm to TGD people by the health-

care system, there are a few things we recommend always:

 (1) Be clear what skills you want learners to demonstrate, 

and be sure the case will take them there and the check-

list reflects that. We have cases to demonstrate how to 

have a risk/benefit conversation about starting gender- 

affirming hormones and some to demonstrate how to 

apologize when someone is misgendered. These are 

both critical but very different skills!

 (2) Always engage TGD people to portray these cases. 

Using cisgender people to portray transgender patients 

can miss critical information from the person’s lived 

experience. The content of the case will be different 

from the person who is portraying it but holding a shared 

identity will add critical authenticity.

 (3) Remember that portraying cases that involve your iden-

tity can be emotionally draining! Check in with SPs and 

give frequent breaks to re-center. One SP noted, “It’s 

really hard when you see that look in their eye that says, 

‘I don’t know how to take care of you’ in the moment 

you disclose your identity in the case, when that’s my 

real identity, too.”

 (4) As you train community members to participate in 

these OSCEs, set expectations with them about the 

level of the learners. Also allow them to discuss prior 

trauma or frustrations they may have experienced in 

healthcare settings so they don’t unintentionally proj-

ect that onto learners or into their feedback and that 

they feel emotionally ready to participate in the case 

repeatedly.

 (5) Include TGD people in all aspects of an OSCE project. 

Have a review process for cases that includes TGD people 

and include TGD people on any education research and 

publications to ensure the voice of TGD people is reflected 

in messages that go out to the medical community.

 (6) Remember that this may be your learners’ first encoun-

ter with someone who identifies as TGD, and if the 

encounter is too difficult or too embarrassing for them, 

it may dissuade them from wanting to care for TGD peo-

ple in the future. One of the goals of our cases is always 

to increase the learner self-efficacy!
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Table 8.3 (continued)

Program/topic Problem Logistics Cases Outcomes

OBGYN 

Residency

•  Procedural residents must 

be competent not only 

with technical skills but 

the discussions that occur 

with patients

•  No standardized approach 

to assess both procedures 

and communication 

challenges

•  Opportunity to design 

cases that use task 

trainers and SP in each 

case

Learner:

20 residents/year

Frequency: Annual

Feedback: SP checklist, 

faculty observer feedback

individual summary reports, 

annual residency 

programmatic evaluation

Location: Simulation 

center, in-person

Number of cases: 5/

year per PGY

Core topics: Each 

case has a 

communication or 

professional challenge 

and procedure skill:

•  Ultrasound/

delivering bad news

•  Suturing/vaginal 

laceration

•  Operative delivery/

informed consent

•  Evidence-based 

medicine/clinical 

question

•  Genetic testing/

family meeting

•  Standard faculty evaluation 

did not correlate with OSCE 

scores; OSCE scores showed 

much more variation

•  Debriefing with faculty 

provided an important 

interface for identification of 

performance gaps and 

individualization of learning 

plans

•  Initial funding was provided by 

internal grants, but the program 

was able to be sustained as an 

annual educational activity for 

PGY1 and PGY3 even after 

funding period ended

•  The annual simulation 

assessment program was 

integrated into a simulation 

director role and identified as 

adding value for faculty 

development and scholarship

Reproductive

Endocrinology 

Fellowship

•  Fellows faced with many 

high-stress, difficult 

conversations yet no 

explicit common 

curriculum or 

standardized method for 

feedback.

•  These types of 

conversation are everyday 

occurrences in their 

practice

Learner:

6 fellows and advanced 

practice professionals

Frequency: Annual

Feedback: SP verbal 

feedback and checklist, 

faculty observer feedback

For 2 out of 3 cases, 

individual and program 

summary reports

Location: Simulation

center, in-person

Number of cases: 3

Core topics:

•  Low egg discovery

•  Breaking news of a 

miscarriage

•  Complex logistics 

and emotional 

patient

•  Used case template and 

educational consultation with 

simulation center to create 

faculty-identified cases

•  Serves as model for local 

program and other health 

professionals (NPs and PAs)

•  Collaborated with regional 

program to increase numbers

•  Learners recognized that these 

difficult conversations are 

advanced skills but will 

become common, everyday 

tools for their careers

•  Abstract on simulation accepted 

for plenary presentation

Research 

assistants 

recruiting older 

adults to clinical 

trials

•  There are common core 

skills for recruitment of 

participants in clinical 

trials

•  Research staff have 

limited opportunity for 

standardized experiential 

learning.

•  Older adults may have 

unique reservations that 

should be addressed 

during recruitment to 

clinical trials

•  Recruitment to clinical 

trials is essential for the 

institution’s research

Learner: 60 research staff 

at academic

medical center, approx. 

9–12/session

Frequency: 3 times/year

Feedback: SP verbal 

feedback, faculty trainer 

feedback, group structure 

enables peer feedback and 

discussion

Location: Simulation 

center, in-person or virtual

Number of cases: 3

Core topics:

•  Identifying and 

supporting a 

hearing-impaired 

patient.

•  Addressing family 

members’ role in 

decision-making.

•  Recognizing and 

acknowledging 

previous 

experiences and 

distrust of research

•  Provided research staff with a 

realistic, engaging, and 

reproducible opportunity to 

practice recruitment

•  92% reported the activity 

taught them something new; 

98% reported it provided 

valuable feedback; 100% said 

they would like to participate 

again

•  Provided research 

coordinators with information 

on strengths and weaknesses 

of team members skills

•  Cases and debriefing can be 

adapted to align with patient 

population and/or specifics of 

clinical trial

•  Funding provided by: NIH/

NIA for the NYU engagement 

in longevity and medicine 

(ELM) research collaborative 

(1R24AG063725)

•  Potential to sustain program 

through institution’s research 

core

(continued)
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Program/topic Problem Logistics Cases Outcomes

Transitions of care 

management 

(TCM) skills

•  The post-hospital 

discharge period is a 

vulnerable time as 

patients have increased 

risk of clinical 

deterioration, 

readmission, and 

mortality

•  Residents should be able 

to conduct effective 

post- discharge visits to 

avoid preventable issues

•  We need to know TCM 

baseline skills and 

curriculum gaps as this is 

a relatively new rotation

Learner:

43 residents across 3 PGY 

years

Frequency: One visit/

learner during the spring 

clinic block

Feedback: SP verbal 

feedback and checklist, 

individual and program 

summary reports

Location: In situ: 

Announced standardized 

patient (ASP) placed in 

providers regular transitions 

of care clinic rotation 

schedule, visit took place on 

clinic’s video platform

Number of cases: 1

Core topics:

•  Telemedicine skills.

•  Transitions of care 

management:

 –  Making 

appropriate 

referrals

 –  Asking about 

symptoms and 

medication since 

discharge

•  Case-specific skills:

 –  Recognizing 

medication error 

on discharge

•  Making appropriate 

plan for lifestyle 

modification

•  Demonstrated that ASP 

encounters are an effective 

tool for practicing TCM and 

telemedicine skills and 

providing feedback to 

residents

•  Resident’s baseline could 

improve for case-specific, 

TCM, and telemedicine skills, 

indicating potential areas for 

preceptors to focus on

•  These visits provided a needs 

assessment to inform 

curriculum updates, which can 

be assessed by repeating the 

intervention to measure 

improvement

•  This workplace-based 

assessment was successfully 

integrated into regular clinical 

practice

•  The EHR and clinical 

documentation note was also 

analyzed, revealing the need 

for further education to 

improve telemedicine 

transition visits

•  Awarded foundation grant to 

further develop, evaluate, and 

disseminate project

Table 8.3 (continued)

 Section 3: OSCEs as Programs 
of Assessment—Monitoring Your Clinicians’ 
Skills Development

 Spotlight on Neurology Residency

Interview with Arielle Kurzweil, MD, Director of the 

Neurology Residency Program at NYUGSOM

 How Did You Choose to Structure/Develop Your 

OSCE?

When I first became program director of the NYU Neurology 

Residency, I reflected on my time in medical training and 

thought about what was missing. When I was a medical stu-

dent, we had courses and workshops focused on humanistic 

aspects of medicine and communication. But once I was a 

resident, I focused so much on neurologic disease, diagnosis, 

and management and rarely thought about how to build com-

munication skills.

As a program director, I really began to appreciate that inter-

personal communication and professionalism are ACGME core 

competencies! I was being asked to determine whether my resi-

dents were competent in these domains but had no real stan-

dardized way to do this. OSCEs are a phenomenal way to 

observe and assess trainee communication skills in real time and 

provide immediate specific feedback for their professional 

growth. Furthermore, simulation guarantees a universal experi-

ence among all trainees, in a safe environment.

A committee of faculty educators in our department 

thought about difficult conversations we have encountered in 

our careers and created a survey for our residents to assess 

which of these topics they had encountered, were observed 

doing, and received feedback on. Based on these results, we 

created an OSCE curriculum for all years in residency train-

ing that involves four OSCEs per year and increases in com-

plexity and relevance of topic.

 What Are Some Key Takeaways 

from Implementing Your OSCE Program?

Our OSCE curriculum has taught us a great deal about 

“scripts.” And not scripts in the sense of writing the OSCE 

but rather a set of phrases, vocabulary, and ideas that can 

be taught and developed and then applied to real-life sce-

narios to make care more effective. Our curriculum 

involves having difficult conversations with patients, their 

family members, and colleagues. Some examples include 

providing a terminal neurologic diagnosis to a patient, dis-

cussing a poor prognosis with a family member after a 
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patient suffers hypoxic injury to the brain, and giving feed-

back to a colleague you are working with. We have noticed 

that our trainees have applied the “scripts” they develop in 

the OSCEs to other similar scenarios, and this has created 

more comfort surrounding difficult or uncomfortable 

conversations.

Our OSCE curriculum has also created a terrific opportu-

nity for both trainees and faculty to engage more with schol-

arly work in the education research realm. The overall 

curriculum as well as the individual OSCEs have been pre-

sented as posters and platforms presentations at institutional, 

regional, and national meetings. Many of them have been 

published. We have even adapted our OSCE and implement 

as faculty development for continuing medical education 

credit.

 What Advice Do You Have for Someone Looking 

to Create a Similar OSCE Program?

First and foremost, we highly recommend creating a set of 

OSCEs for each year of residency training that build on ear-

lier skills and increase in complexity and nuance. This can 

lead to a comprehensive program of performance-based 

assessment. A few pearls that we have learned along the way:

 (1) Find your gaps! Start with a needs assessment to inquire 

about skills that your trainees want to develop and  

do not feel they get the opportunity to practice under 

observation.

 (2) OSCE is a team sport. Get as many different faculty 

involved as possible to write cases and instruct learners. 

It leads to more engagement for education endeavors  

in the department and creates more opportunity for 

scholarship.

 (3) Plan. Book the simulation center/rooms well in 

advance!

 (4) Maximize your time. Consider running each set of 

OSCEs over different days in two separate block rota-

tions to accommodate those on night float and vacation; 

call and ensure all your resident learners can 

participate.

 (5) Be flexible! If times are changing and new skills seem 

necessary to focus on, adjust OSCEs accordingly. For 

example, the COVID-19 pandemic shed light on the 

need to adjust to a virtual environment for taking care of 

patients and engaging with colleagues. Therefore, since 

2020, we have made at least one OSCE station in each 

year of the curriculum as a remote case, to allow trainees 

to practice these skills.

 (6) Listen to your learners. After each set of OSCEs, we 

survey our learners about whether they found the edu-

cational exercise helpful, if there are any ways to 

improve it, and what other topics might be useful to 

explore using the OSCE format in the future. These 

surveys have led to great programmatic improvements, 

and new OSCE cases have been developed based on 

trainee feedback.

 Spotlight on Gastroenterology Fellowship

Interview with Elizabeth Weinshel, MD, and Renee Williams, 

MD, MHPE, former Directors of the Gastroenterology 

Fellowship Program at NYUGSOM

 How Did You Choose to Structure/Develop Your 

OSCE?

Our motivation for starting a program with standardized 

patients (SPs) was to expose the GI fellows to high-inten-

sity, high-impact, and/or low-frequency patient care situa-

tions such as apologizing for a complication, breaking bad 

news, and caring for patients with cultural differences from 

their own. These programs provide a “safe space” for the 

fellows to practice challenging interactions and receive con-

structive feedback from the SPs and from some of their key 

clinical faculty. This provides information to the program 

directors about the fellows’ performances in what are often 

infrequent but important scenarios. Our faculty used a fac-

ulty feedback guide similar to the SP checklist which 

enables them to be more specific in their feedback. This was 

especially useful for our junior faculty. We invited GI train-

ing programs in NYC to send their fellows (and faculty who 

served as observers) creating a community of practice for 

both our fellows and educators. We were able to use the 

results from the SPs (not from faculty, who are not standard-

ized or specifically trained) to give the training program 

directors in our region additional information about the fel-

lows’ performances to use during their semiannual feedback 

sessions.

 How Has Your OSCE Program Changed Over 

Time?

Our program has persisted and grown over the past decade to 

include other regional GI training programs as well as other 

subspecialties. We have worked with pediatric gastroenter-

ologists, endocrinologists, and pulmonary and critical care 

physicians to create programs for their learners. We also 

developed a program for faculty (unobserved except for the 

SPs) which includes reviewing videos of their own perfor-

mance for faculty development and CME/MOC credits. 

We’ve added new scenarios allowing us to add subspecialty 

specific cases (i.e., inflammatory bowel disease and trans-

plant hepatology.)
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We shared all our experience and created a comprehen-

sive manual that resides on the American College of 

Gastroenterology’s medical education portal for use by GI 

training programs nationwide. Faculty have leveraged their 

experiences with us to launch new educational programs that 

have elevated their career paths and provided leadership 

opportunities in their home institutions.

In the COVID era, we utilized Zoom to eliminate travel 

time and to enable participants from programs further 

from our home site to become. Lastly, we identified 

aspects from each case that align with the ACGME  

milestones (specifically in the domains of patient care, 

interpersonal communication, professionalism, and sys-

tems-based practice) which allowed us to develop “report 

cards” with scores that correlate to the milestones. The 

program directors found this to be helpful during their 

ACGME accreditation survey.

 What Advice or Best Practices Do You Have 

for Someone Looking to Create a Similar OSCE 

Program?

 (1) Partner with others. It was incredibly helpful for us to 

align with another group who pioneered these programs 

at our institution. We learned from them and then shared 

materials and standardized patients so that others could 

replicate the program.

 (2) Use exiting assessment frameworks. We were fortunate 

to have validated checklists for the various communica-

tion and professionalism domains available for our use. 

We have found that more often than not, those doing 

similar work in other specialties or institutions are will-

ing to share materials and expertise.

 (3) OSCEs can be done in many different ways and loca-

tions. Having a state-of-the-art simulation center was 

also incredibly helpful, although not required.

Table 8.4 OSCEs as programs of assessment—monitoring your clinicians’ skills development

Program/topic Problem Logistics Cases Outcomes

Neurology 
Residency

•  No standardized assessment of 
communication skills or 
professionalism

•  Lack of shared mental model for 
program of performance-based 
assessment of residents and 
curriculum

Learner:
60 residents 
(16–20/PGY)
Frequency: Annual
Feedback: SP 
verbal feedback 
and checklist, 
faculty observer 
feedback
Location: 
Simulation center, 
in-person

Number of cases: 4 
cases/PGY (12 cases/
year)
Core topics:
•  Informed consent 

(medication for acute 
stroke)

• Difficult colleague
• Struggling trainee
• Teleneurology
•  Disclosing medical 

error
• Giving feedback
•  Functional neurologic 

disorder
•  Uncomfortable patient 

encounter
•  Delivering bad news
• Telestroke

•  Adapted cases from GME case bank 
for time efficiency

•  Using the same cases each year 
means that the first year is the most 
intense work and the program 
becomes routine in subsequent 
years

•  Faculty lead for each PGY and case 
generated collaborative leadership

•  Created scholarship opportunities to 
increase abstract submissions and 
papers

•  Enabled longitudinal performance 
data on individual and curriculum

•  Established program as a national 
leader in resident education with 
focus on simulation

Gastroenterology
Fellowship

•  Small number of fellows to 
create large-scale simulation

•  No national performance-based 
assessment curriculum for GI 
fellows on communication and 
professionalism skills

Learner:
30 residents (8–12/
PGY) combined 
with intra-city 
program involving 
3 to 4 programs
Frequency: 
Annual
Feedback: SP 
checklist, faculty 
observer feedback
Individual 
summary reports
Location: 
Simulation center, 
in-person or virtual

Number of cases: 4 
cases/PGY (12 cases/ 
year)
Core topics:
All with focus on 
communication skills:
•  Inflammatory bowel 

disease
• Systems-based practice
• Liver disease
•  Pediatric 

professionalism

•  Lead faculty developed expertise 
that was recognized locally and 
nationally

•  Employed a systematic approach to 
writing each case which involved a 
medical student or resident with the 
goal of creating an abstract/
publication

•  Led to collaboration with GI society 
for publication of program director 
guide of cases and national CME 
course

•  Elevated medical education 
reputation in GI division

Primary care 
Residency

•  Limited curriculum evaluation 
besides learner satisfaction.

•  No standardized performance 
assessment or opportunity for 
progressive testing

•  Infrequent direct observation of 
clinical work

Learner:
30 residents (10/
PGY)
Frequency: 
Annual event over 
1–2 days
Feedback: SP 
checklist, faculty 
observer feedback
Location: 
Simulation center, 
in-person or virtual

Number of cases:
7–10 cases/year;
4 new cases/year written 
by faculty
Core topics:
• Teaching
• Behavioral change
• Behavioral health
• Telemedicine
• Clinical reasoning

•  Provides annual program evaluation 
and progressive testing

•  Enabled individual reports for 
clinical competency committee

•  Cases shared with other residency 
programs (e.g., informed consent, 
interprofessional communication)

•  Created scholarly opportunities
•  Used as an opportunity to add 

just-in-time topics during the 
pandemic such as vaccine hesitancy, 
COVID-19, and telemedicine

(continued)
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Table 8.4 (continued)

Program/topic Problem Logistics Cases Outcomes

Internal medicine 
Residency

•  Difficult to standardize 
curriculum in large program

•  PGY1s needed clinical 
experience in common situations 
that they are uncommonly 
observed doing, PGY2s needed 
observation in less common, 
high-stakes situations

•  Lack of standardized 
performance data for clinical 
competency committee (CCC) 
meetings

Learner:
60 residents (30 
PGY1s and 30 
PGY2s)
Frequency: 
Annual event for 
PGY1 and PGY2 
during ambulatory 
block
Feedback: SP 
checklist, faculty 
observer feedback
Location: 
Simulation center, 
in-person or virtual

Number of cases:
5 cases/year (usually the 
same each year for PGY1 
and PGY2s)
Core topics:
•  Shared decision-making
•  Advanced directives
•  Struggling colleague
•  Management of 

common conditions
•  Disclosure of medical 

errors

•  Created shared mental model for 
faculty on feedback and core 
clinical skills

•  Ensured that there is a common 
curriculum across a large program

•  Identified learners who need 
additional instruction/coaching in 
first year and provided follow-up in 
second year

•  Allowed for video review when 
needed for remediation

•  Used for clinical competency 
committee meetings

Pediatric 
Residency

•  Need for a longitudinal 
curriculum which addresses 
parents’ perspective

•  Difficult to get parent or patient 
perspective in the clinical setting

•  Grant catalyzed the opportunity 
to develop a telemedicine/
communication curriculum

Learner:
50 residents/year 
(over 4–6 sessions)
Frequency: 4 
cases/year
Feedback: SP 
checklist, faculty 
observer, and 
family faculty 
observer feedback
Location: 
Simulation center, 
in-person or virtual

Number of cases: 4
Core topics:
Developed 2 cases/ year 
with the goal of deploying 
different cases each year 
to establish a case bank 
over time
Bank includes:
•  Medical error
•  Bad news delivery
•  Intentional harm
•  Failure to thrive

•  Facilitated partnership with Institute 
for Family and Child Centered Care 
which contributes to SPs funding

•  Integrated communication 
curriculum with family faculty 
(parents who are trained to give 
feedback)

•  Provides an annual, 360-degree 
evaluation of residents

•  Published on checklist and 
simulation to build national 
reputation

•  Curriculum incorporated as 
standard part of residency even after 
post-grant funding

Surgery Residency •  Challenge of teaching and 
assessing the professionalism 
and communication 
competencies for the 
Accreditation Council for 
Graduate Medical Education 
(ACGME), especially for 
surgical residencies

•  Need to evaluate the 
effectiveness of the new 
faculty-designed surgical 
professionalism in clinical 
education (SPICE) seminar 
series in order to demonstrate 
assimilation of skills and 
improved performance

Learner:
15 surgical 
residents
Frequency: 6 
station OSCE 
completed pre- and 
post-SPICE 
curriculum
Feedback: SP 
checklist
Location: 
Simulation center, 
in-person

Number of cases: 6
•  Hernia repair began on 

the wrong side—
Surgical mistake

•  Delivering bad news
•  Use of interpreter 

during surgical 
informed consent

•  Identifying a struggling 
colleague

•  Transfer call for patient 
from ER to surgery

•  Health proxy

•  Provided evidence that 
professionalism and communication 
competencies can be taught

•  Base cases adapted for other 
residencies (EM, IM, OBGYN)

•  Reinforced that communication 
skills are as important as surgical 
technical skills—After the 
longitudinal SPICE curriculum, 
professionalism skills and 
confidence in recommending 
residents to other patients 
significantly improved

•  Used for ACGME accreditation
•  Presented nationally and became 

model for other surgical programs

 Section 4: OSCEs to Prepare Learners 
for Transitions

 Spotlight on OSCE for Onboarding New Faculty

Interview with Andrew Wallach, MD, Ambulatory Care 

Chief Medical Officer at NYC Health + Hospitals and 

Associate Director of Clinical Innovations and Clinical 

Affairs for the Division of General Internal Medicine at 

NYUGSOM, Katherine Hochman, MD, Director of the 

Division of Hospital Medicine at NYUGSOM, and Renee 

Heller, Program Coordinator.

 Why Did You Create an OSCE for New Faculty?

Newly recruited clinicians have heterogeneous clinical 

training and experiences; therefore, it is important to evalu-

ate competencies and establish expectations for patient 

communication, safety, and performance. We have admin-

istered an experiential simulation program as part of the 

onboarding requirements for new faculty since 2017. 

Recent emerging pathogen outbreaks presented a unique 

opportunity to explore just-in-time education for clinicians 

during a public health crisis. Although initially designed to 

reinforce communication skills standards, we now also see 

our onboarding simulation as an opportunity to train new 

internists and hospitalists on appropriate counseling of 

patients about emerging public health issues. We have 

recently leveraged this program to disseminate knowledge 

about the opioid epidemic, COVID-19, and Mpox to all 

new faculty.

 What Has Been the Impact of Your Program?

To date, over 200 faculty and advanced practice providers 

have participated in our onboarding program. The program 
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creates a shared mental model of the role of our division in 

faculty education and ongoing learning, introduces key divi-

sional contacts and resources, and brings together hospitalist 

and ambulatory clinicians from different sites. Given that 

each of our site directors have made this training mandatory, 

it signals the importance our division places on communica-

tion skills and ongoing education. Faculty remember this 

event years later!

The results of our post-program feedback surveys from 

trainings involving a COVID-19 or Mpox case show that 

this experiential onboarding program is valuable to newly 

hired clinicians and effectively informs a large number of 

clinicians during emerging public health crises. Ninety-five 

percent of participants who completed the program agreed 

that the program helped them feel more confident about 

counseling a patient about emerging public health issues. 

Case- specific education (like COVID-19 or Mpox knowl-

edge and experience) and patient activation may be con-

nected. Our findings suggest that targeted simulation 

education could be key to preparing clinicians during unfa-

miliar disease outbreaks and ensuring that patients receive 

high-quality care.

 What Advice Do You Have for Someone Looking 

to Create a Similar Onboarding Program?

 (1) Build a team. Work collaboratively with clinical and 

educational leaders to create a program which will help 

facilitate integration into your health system’s particular 

workflow. Identifying clinical champions at each care 

delivery site is essential.

 (2) Provide SP feedback as close as possible to the event. 

Create simple mechanisms to deliver feedback within a 

week of program to be most effective. It is important that 

this feedback is not viewed by the learner’s direct super-

visor in order to create a safe learning space.

 (3) Make the program annual. The heavy lift will mostly 

occur in the first year, and eventually, the program will 

become part of the institutional culture.

 (4) Contribute to larger conversations at your institution 

and nationally. Align new cases with public health 

issues, institutional initiatives, or quality improvement 

needs to garner support and recognition. This increases 

the positive reception of both clinical leaders and of the 

learners, as they will value the opportunity to improve 

their clinical care in especially relevant ways.

Table 8.5 OSCEs to prepare learners for transitions

Program/topic Problem Logistics Cases Outcomes

Onboarding new 

faculty

•  New faculty come with 

heterogeneous clinical 

training and experiences 

from medical school, 

residency training, and 

prior jobs

•  Onboarding is an 

opportunity for new 

faculty to understand their 

new institution’s 

expectations and standards 

for patient communication, 

safety, and performance

•  Public health emergencies 

such as COVID-19 and 

Mpox involve diseases 

with symptoms, treatment, 

and protocols that rapidly 

evolve and are often 

unfamiliar to clinicians

Learner:

New faculty (< 

18 months)

Offered to inpatient 

and outpatient 

faculty; MD’S and 

APP’s

Frequency: Annual, 

new clinicians are 

assigned

Feedback: SP 

verbal feedback and 

individual checklist 

report, group 

debrief with faculty 

facilitator

Location: 

Simulation center or 

virtual

Number of cases: 3

Core topics:

•  Correcting a medical error

•  Conducting a post-discharge 

follow-up call and counseling 

when a patient brings up an 

unexpected concern (e.g., 

COVID-19, Mpox)

•  Giving feedback to a 

struggling resident

•  Opportunity to introduce 

new faculty to each other, 

both within and across 

sites, as well as meet 

divisional leadership and 

administrative staff

•  Group debrief modeled 

lifelong learning, provided 

a safe learning 

environment, and an 

opportunity to reflect on 

one’s own practice and 

learning goals

•  Faculty receive an 

institutional resource 

guide containing relevant 

resources and contacts, as 

well as the SP checklist 

data to reflect on their 

performance and make a 

commitment to change

•  Ability to adapt the 

onboarding program to 

address future public 

health crises when 

just-in-time physician 

education is especially 

important

(continued)
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Table 8.5 (continued)

Program/topic Problem Logistics Cases Outcomes

Anesthesiology 

residency Program

•  New national 

performance- based 

assessment for licensing 

was implemented in 2016

•  Residencies were 

introducing OSCEs as 

practice tests to prepare 

for licensing

Learner: 21 

residents

Frequency: Annual

Feedback: SP 

verbal feedback and 

checklist, faculty 

feedback,

individual summary 

reports

Location: 

Simulation center, 

in-person

Number of cases: 4

Core topics:

•  Discuss an ethical issue

•  Obtain informed consent

•   Address periprocedural 

complications

•  Teach problem-based 

learning

•  Used national exam 

blueprint to design cases 

with simulation center 

medical educator

•  Learners reported feeling 

prepared for national 

exam and appreciating 

direct observation and 

feedback

•  Program leadership found 

summary reports helpful 

and now will start 

implementing OSCEs for 

more than just licensing 

exam preparation

Neonatal

Intensive care 

Fellows

•  Difficult conversations are 

a common task. National 

organization encourages 

programs to use simulation 

as a teaching tool

•  Fellows come with 

different skills from a 

diverse set of residency 

programs.

•  Neonatal National 

Society’s case bank did 

not have assessment forms

Learner: 6 fellows

Frequency annual, 

at the start of 

fellowship

Feedback: SP 

verbal feedback and 

checklist, faculty 

observer feedback

Location: 

Simulation center, 

in-person

Number of cases: 2

Core topics: Adapted two 

cases from ONTPD MedEd 

portal to have a standardized 

assessment form:

•  Redirection of care

•  Antenatal counseling

•  Faculty and fellows felt 

this was an outstanding 

use of time at start of 

fellowship

•  Expanded to include PAs 

and NPs

•  Now incorporated as an 

annual event and writing 

new cases

First night-onCall: 

Experiential patient 

safety orientation 

for all incoming 

interns

•  Transition from medical 

school difficulty for 

learner and institution and 

patients

•  Need to have common 

knowledge about 

institution- specific 

approach to safety issues 

and consolidation of 

medical knowledge prior 

to start of internship

Learner: All 

incoming interns 

from all programs 

(200)

Frequency annual, 

during orientation

Feedback: Faculty 

observer feedback at 

each station and 

group debriefs

Location: 

Simulation center, 

in-person

Preparation: 

Just-in-time 

WiseOnCall 

learning modules

Number of cases: 2 group 

OSCE (GOSCE) cases and 2 

group simulations

Core topics:

•  Environmental patient safety 

issues

•  Escalation

•  Medical error

•  Personal protective 

equipment

•  Structured handoffs

•  Creates shared mental 

model for patient 

safety:1400+ interns have 

participated over 7 years, 

entire house staff now 

with common curriculum

•  Timing is key—During 

orientation so interns are 

eager and engaged

•  Electronic resource guide 

aligned with activities can 

be saved to their smart 

phone or iPad

•  Helped institution with 

ACGME and learning 

environment goals

Night-onCall: 

Near-graduation 

assessment of all 13 

EPA prior to 

residency

•  Assesses nearly graduated 

medical students’ 

readiness for residency

•  Immersive 3-hour 

simulation includes a 

series of OSCE cases and 

activities that students will 

be expected to do during 

their first night on call as a 

resident

•  Goal is to help schools 

have tools to identify 

students individual 

learning plan for the start 

of residency

Learner:

340 near-graduating 

medical students in 

2022 participated in 

3-hour immersive 

simulation

Frequency: Annual, 

near end of medical 

school

Feedback:

Learners receive 

detailed summary 

report and debrief 

with faculty

Location: 

Simulation center, 

in-person or virtual

Number of cases: 3 cases and 

3 activities

Core topics: All 13 EPAs

Medical learners are assessed 

on their communication, 

history and physical 

examination skills, note 

writing, culture of safety, 

clinical reasoning, transfer of 

case content to others, and 

evidence-based skills

•  Funded by the Macy 

foundation to create a 

national NOC consortium

•  Now 2064 near-graduates’ 

data from 9 schools will 

benchmark performance 

on a national level

•  Provides both learner 

assessment and medical 

school programmatic 

assessment

•  Potential for educational 

learning plan handoff to 

residency programs
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 Conclusion

The scope, complexity, and impact of the OSCEs described 

in this chapter illustrate that performance-based assessment 

is truly a team sport with the potential to affect our entire 

learning health system. Learners and teams can efficiently 

and effectively practice new skills or demonstrate compe-

tency in a simulation center (with an SP), remotely or in their 

own clinical environment (with ASPs or USPs). All these 

programs provide feedback at the individual, programmatic, 

and institutional levels either with verbal feedback, individ-

ual or aggregated reports, or even longitudinal dashboards. 

Faculty who participate as observers or case designers expe-

rience a new appreciation of their learner’s competence and 

entrustment whether it is addressing knowledge, skills, or 

attitudes of systems-based practice, counseling on a new 

public health crisis, or demonstrating core communication 

skills when breaking bad news. This rigorous, nimble, tried, 

and true instructional design ensures that learning happens 

and entrustment is assessed. This is how we should continue 

training the next generation of clinicians and health 

systems.
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9Simulating Virtual Care: Integrating 
Telemedicine into Objective Structured 
Clinical Training

Daniel J. Sartori and Katharine Lawrence

The COVID-19 pandemic catalyzed a dramatic transition 

toward virtual care, launching a “new normal” of telemedicine- 

based care for clinical practices, including training residents 

and medical students. As a result, telemedicine skills have 

become an important part of the medical learner’s founda-

tional clinical skillset. Until very recently, telemedicine-spe-

cific skills required for successful video and phone encounters 

were not emphasized in undergraduate or graduate medical 

education (UME, GME). While didactic curricula and clini-

cal telemedicine experiences currently exist in several medi-

cal schools [1, 2] and GME training programs [3, 4], 

telemedicine curricula and structured assessment tools are 

still in their infancy. In 2021, the Association of American 

Medical Colleges (AAMC) made an initial effort to address 

this critical need by developing telehealth training competen-

cies to support curricular and professional development 

across the learning continuum and guide competency- based 

education (CBE) for telemedicine [5, 6].

As the world of telemedicine-based healthcare expands, it 

is crucial that learners have opportunities to develop their 

skills in a well-structured and supportive environment that 

provides opportunities for meaningful learning, assessment, 

and feedback. Tools are emerging to provide these opportu-

nities, including simulating video-based care through tele-

medicine OSCEs (also known as “tele-OSCEs,” telemedicine 

or telehealth OSCEs, or virtual OSCEs) and virtual 

workplace- based assessments [7, 8]. Increasingly, training 

programs are taking advantage of virtual health simulations 

to introduce learners to this modality and assess virtual clini-

cal skills, as well as explore new domains in telemedicine 

care such as multidisciplinary virtual care coordination [9], 

virtual triage [10], virtual urgent care [11], and more. 

Medical educators should consider incorporating virtual 

health simulations into their curricula.

 Building Virtual Health Simulations: 
Competencies, Cases, and Checklists

Virtual health simulations can teach and evaluate telemedi-

cine skills at two levels: (1) telemedicine-specific skills (e.g., 

technical competence with device setup, technology trouble-

shooting, remote-specific physical examination) and (2) core 

clinical skills that are mediated through the virtual environ-

ment, such as interpersonal communication and profession-

alism. A well-structured simulation can enhance the core 

clinical skills of the learner as well as the relevant context- 

specific skills of the new telemedicine environment. These 

simulations can be conducted through commercial virtual 

conferencing tools (e.g., Zoomtm, FaceTimetm) or the elec-

tronic health record (EHR) system/portal your healthcare 

system uses.

Faculty should select cases for simulated virtual encoun-

ters that reflect the visit types best suited to this modality. In 

particular, virtual care is most useful for chronic symptom 

surveillance, real-time urgent evaluation, and follow-up for 

vulnerable patients, such as those recently discharged from 

the hospital. Our group has developed internal medicine- 

specific cases assessing virtual management of chronic dis-

eases [8, 12], transitions of care from hospital to community 

[13], and just-in-time virtual urgent care [11, 14], with the 

intent of assessing clinical management, core communica-

tion, and telemedicine skills. We encourage others to design 

cases to simulate other high-yield virtual visit types to pro-

vide the most authentic training for learners.

Until recently, no formalized virtual health competencies 

existed to guide development of virtual health education for 

learners. However, the introduction of AAMC telehealth 

competencies across the training continuum, as well as the 

incorporation of “Digital Health” in the ACGME’s 

Milestones 2.0 for Internal Medicine, provided significant 
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guidance for training and assessment of learners. Telehealth 

competency domains identified by the AAMC include (1) 

patient safety and appropriate use, (2) access and equity, (3) 

communication, (4) data collection and assessment, (5) tech-

nology, and (6) ethical practices and legal requirements. The 

AAMC establishes specific skills in each of these domains 

and provides targets for each of the following levels of learn-

ers: those recently entering residency, those starting clinical 

practice, and those with experienced clinical practice 

(3–5 years post-residency). Guides, including formal compe-

tencies, are available for both UME- and GME-level medical 

trainees, as well as practicing physicians, nurses, and allied 

health professionals engaging in telehealth in clinical set-

tings [15–17].

Virtual health simulations can be reliably assessed by a 

standardized patient (SP) using a behaviorally anchored 

checklist developed to assess the competencies. Table  9.1 

shows how our telemedicine skills map to the AAMC com-

petencies. Specifically, this demonstrates how a “well-done” 

telemedicine skill maps to the AAMC competency for 

“entering practice,” given that our checklist is primarily used 

for resident-level learners. In high-stakes assessments, this 

Table 9.1 Telemedicine assessment items and AAMC competency domains

Telemedicine skill

Assessment of item

AAMC competency domainNot done Partially done Well done

Partnered with 

patient to perform 

virtual physical 

exam

Made no attempt to 

perform physical exam

Asked patient to perform 

basic exam maneuvers or 

utilize peripheral 

monitoring devices 

(thermometer, home BP 

cuff, Fitbit/Apple watch, 

etc.)

Asked patient to perform 

maneuvers or access 

peripheral monitoring 

device followed by verbal 

confirmation of findings 

with patient or collateral

Domain 4: Data collection and 

assessment via telehealth

4.2.b Conducts appropriate 

physical examination or 

collects relevant data on 

clinical status during a real or 

simulated telehealth 

encounter, including guiding 

the patient and/or 

tele-presenter

Confirmed patient 

identifiers

Did not attempt to 

identify patient or 

patient’s location

Asked patient to confirm 

either (a) name and/or date 

of birth, (b) call back 

number, OR (c) location

Asked patient to confirm 

(a) name and/or date of 

birth, (b) call back number, 

AND (c) location

Domain 6: Ethical practices 

and legal requirements for 

telehealth

6.1.b Complies with legal and 

privacy regulations for 

telehealth at the local, state, 

and federal levels

Exhibited comfort 

and confidence 

using video 

interface

Was shy/uncomfortable in 

front of the camera, let 

technological glitches (if 

any) distract from the 

encounter

Mostly comfortable on 

camera, occasional 

stumble but interview was 

not derailed by occasional 

video delay or glitch

Confident on camera, 

acknowledged and moved 

forward from technical 

glitches, and did not let 

video interface detract 

from natural conversation

Domain 3: Communication 

via telehealth

3.2b Establishes therapeutic 

relationships and 

environments during video 

visits, such as attending to 

disruptions

related to privacy, lighting, 

sound, and attire

Used nonverbal 

communication to 

enrich 

communication on 

camera

Avoided eye contact via 

the webcam, slouched, or 

was angled away or too 

far from camera

Made occasional eye 

contact with webcam, 

sometimes slouched or out 

of view

Maintained eye contact 

with webcam throughout 

encounter, sat squarely in 

front of camera, and at 

appropriate distance

Domain 3: Communication 

via telehealth

3.1.b. Develops an effective 

rapport with patients

via video visits, attending to 

eye contact, tone,

body language, and nonverbal 

cues

Utilized live video 

to augment 

information 

gathering

Made no attempt to 

visually reconcile 

medications, witness 

reproducible symptoms, 

talk with onsite collateral 

(family/HHA/VNS), 

visual tour of home

Did one of the following: 

Visually reconcile 

medications, witness 

reproducible symptoms, 

talk with onsite collateral 

(family/HHA/VNS), visual 

tour of home

Did two or more of the 

following: Visually 

reconcile medications, 

witness reproducible 

symptoms, talk with onsite 

collateral (family/HHA/

VNS), visual tour of home

Domain 3: Communication 

via telehealth

3.3.b Determines situations

in which patients’ social 

supports and health care 

providers should be 

incorporated into

telehealth interactions, with 

the patients’ consent, to 

provide optimal care

(continued)
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Table 9.1 (continued)

Telemedicine skill

Assessment of item

AAMC competency domainNot done Partially done Well done

Actively optimized 

technical aspects of 

the virtual 

encounter

Did not assess sound 

(e.g., volume, clarity, 

background noise), video 

(e.g., pixilation or delay), 

or “backup plan” if 

technology failed (e.g., 

phone call)

Assessed two of the 

following: Sound (e.g., 

volume, clarity, 

background noise), video 

(e.g., pixilation or delay), 

or “backup plan” if 

technology failed (e.g., 

phone call)

Assessed three of the 

following: Sound (e.g., 

volume, clarity, 

background noise), video 

(e.g., pixilation or delay), 

or “backup plan” if 

technology failed (e.g., 

phone call)

Domain 3: Communication 

via telehealth

3.2.b. Establishes therapeutic 

relationships and 

environments during video 

visits, such as

attending to disruptions 

related to privacy, lighting, 

sound, and attire

Domain 5: Technology for 

telehealth

5.3.b Demonstrates how to 

troubleshoot basic

technology failures and 

optimize settings with the 

technology being used

Maintained 

appropriate 

computer etiquette 

during encounter

Frequent typing without 

explanation, appears 

preoccupied with 

computer, or distracted

Occasional types with 

minimal explanation of 

actions

Paused video or provided 

clear explanation while 

documenting, searching 

another website, or having 

another screen open for the 

purpose of patient care

Domain 3: Communication 

via telehealth

3.1b Develops an effective

rapport with patients

via video visits, attending

to eye contact, tone, body 

language, and nonverbal cues

checklist can be completed by the SP post-encounter; for 

lower-stakes formative exercises, the checklist can be used 

by an observing faculty member or group of learners to pro-

vide structured feedback. Note that while our checklists sep-

arate telemedicine skills as a distinct domain for clarity 

(these include virtual patient identification, use of video to 

augment history gathering, optimizing audio/video interface, 

performing a patient-centered virtual physical exam, and 

maintenance of “webside” manner), we acknowledge that 

these skills overlap with general core communication 

domains expected of all trainees in all patient encounters. 

The checklist items are agnostic to specialty or visit type and 

enable assessment in and across a variety of contexts. Sample 

telemedicine assessment items that can be added to the SP 

checklist for a virtual telehealth OSCE  are presented in 

Appendix R.

 Optimizing Your Environment 
for Telemedicine OSCEs: For Educators 
and Learners

To optimize the educational value of a virtual health simula-

tion, it is critical to create realistic scenarios and settings. 

When using a commercial conference tool, the learner and 

SP can be remote (at home), onsite (in the simulation center), 

or a combination of both. Incorporating the live EHR into 

simulated visits, by using its integrated video software and 

visit documentation, can add to the authenticity of the 

encounter. In these cases, we recommend working with your 

information technology (IT) or EHR vendor partners to set 

up a simulation experience that is close to real-life 

environments.

Fully remote telemedicine OSCEs—where the learner, 

SP, and potentially a faculty member are all accessing the 

case from different remote locations—are viable alterna-

tives for institutions where robust OSCE infrastructure (e.g., 

simulation “SIM” centers) is not available, local expertise is 

limited (e.g., specialty care evaluations such as tele-neurol-

ogy), or learners are dispersed. Important considerations for 

fully remote telemedicine OSCEs are included in Table 9.2. 

These include remote security clearances for assessing insti-

tutional technology off-site (if not using conference-based 

applications) and accounting for the individual participant’s 

hard- and software, including Internet connectivity. In addi-

tion, it is important that educators work to create inclusive 

environments for their OSCE participants, particularly 

around technology accessibility. A brief survey of accessi-

bility needs prior to the initiation of OSCE planning may 

suffice, or more robust efforts can be made to ensure a mini-

mum level of universal accessibility for all telemedicine-

based training encounters. More information on how to 

achieve this is available via the HHS website Guidance on 

Nondiscrimination in Telehealth [18]. The SP’s technology 

skills and accessibility must also be assessed and addressed.

Key considerations regarding the simulation environ-

ment, the hard- and software, and the SP training are out-

lined below; we recommend that planning include a thorough 
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Table 9.2 Practical considerations for educators interested in developing tele-OSCEs with an existing telemedicine platform

Encounters where learner 

is off-site or in simulation 

center

•  Can learners access EHR or web-based conference platform remotely? Do all learners have internet 

sufficient to support video?

•  Will encounter be recorded? If so, what additional equipment is needed to record (audio and/or visual) 

learners in remote locations?

•  How do we prepare for remote technical issues and provide remote technical support as needed (e.g., “zoom 

lag”)?

•  What opportunities exist to incorporate remote experts from other locations or institutions into these 

experiences?

•  Are there scenarios where our OSCEs will be fully remote (e.g., learners, SPs, and evaluators are all at 

separate locations conducting the OSCE on a shared video conferencing site)?

 – If yes, how do we connect learners, SPs, and evaluators? What security authorizations are needed to remote 

access the technology platforms?.

Encounters where learner 

is in their clinical practice/

at clinical site

•  Is the virtual simulation a telemedicine OSCE with a web-based conference platform or the institution’s 

EHR?

•  If simulating with the EHR, can a mock patient chart be created within the EHR? What support is needed to 

accomplish this?

•  What, if any, special features do our platform offer (e.g., multi-party conferencing, live translation services)? 

How might we assess use of these features?

•  What permissions are needed for learners to access computers, EHRs, and/or the telemedicine platform? 

Who will obtain these? Who will ensure the OSCE stations have the required equipment?

•  What permissions are needed for SPs to access the EHR?

•  What software do we need to make the telemedicine encounter work? Examples: EHR, telemedicine vendor 

platform, middleware/third party apps, and security access.

•  (How) does the telemedicine platform integrate with these other programs? When are major software updates 

scheduled? How will these affect our OSCE?

•  Do all computers on site have microphones, speakers, and cameras?

•  What kind of information technology (IT) support is available? Who will be responsible for troubleshooting 

technical issues during the OSCE?.

SP training and support 

considerations

•  Where will the SP be located during the OSCE?

•  What should the SP’s telemedicine setup look like (e.g., phone-based, computer-based, etc.)?

•  How much technical training/familiarity should the SP have prior to the case?

•  What does the SP’S environment look like on screen? Do you want to simulate a hospital bed or a specific 

room in their house? Do you want a fake background?

•  Does SPs medical data need to be provided during the case? If so, how? Can the mock SP in the chart be 

prepopulated with demographics, medical history, allergies, meds, outpatient pharm, recent hospital notes, 

discharge summary/meds?

•  If there is no medical chart being used, is a “door note” (the case information usually posted on the door 

outside of the simulation center room to give context to the learner) needed? Who posts the door note if 

using a web-based conference platform?

•  How will the SP assess the learner? Learning management system (B-line/learning space/EMS) or other data 

collection systems (REDCap)?.

Additional considerations •  How do we support students and/or SPs with accessibility accommodations?

•  What other tools and/or props do we need for the case (e.g., pill bottles, remote monitoring devices)?

•  How will we make-up sessions if there are significant technical issues during the OSCE (e.g., system-wide 

outages)?

review and a pilot of all technology and cases prior to under-

taking a virtual simulation.

Table 9.3 offers practical guidance for both learners and 

clinicians new to telemedicine practice. We developed it 

based on our experience and that of others [12, 19, 20] and 

use it for preparation or as a post-experience resource. These 

encounters offer learners the opportunity to practice techni-

cal aspects of the video (home setup, EHR logistics) and 

become comfortable with key components of the telemedi-

cine encounter such as asking for two patient identifiers (as 

well as patient location, if applicable) and confirming a 

patient can see and hear appropriately for the visit.

In some cases, an OSCE dedicated purely to the optimiza-

tion of the telemedicine clinical environment may be appro-

priate for new learners. For these cases, the training goal is 

developing comfort and facility with the technologies at hand, 

such as adapting audio and visual setups to improve ergo-

nomics for the clinician or educating patients in optimizing 

their own environments (e.g., asking patients to move from a 

public area to a quieter space or to adjust their cameras so that 

their entire face is visible on screen). Such cases offer unique 

opportunities to assess learners on important interpersonal 

communication and patient education skills; other cases can 

help learners identify and address unique barriers to effective 

healthcare technology use for their patients such as digital 

health literacy, confidence, or trust [21].

Of note, during the OSCE, educators should provide clear 

guidance to both learners and SPs on what is in or out of 
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Table 9.3 Optimizing telemedicine environments for clinical encounters: a resource for preparation or post-experience debrief

Recommendations for 

learners:

Physical environment

•  Create a private, quiet, and professional space:

 – Ensure you are in a private space, without disruptions from roommates, family, etc.

 – Remove unnecessary clutter and personal items

 – Find a solid colored (preferably light) background to sit in front of

•  Wear appropriate professional attire:

 – Avoid bright colors, stripes, or bold patterns

 – Remove shiny jewelry, lapel pins, etc., as they may cause reflective artifacts onscreen

 – Be aware of any commercial or industry labels, logos, or identifying signage on your clothing or background

Recommendations for 

learners:

Audio/visual and 

computer setups

•  Ensure your device (computer, tablet, phone) is fully charged; close unnecessary programs or applications that 

may be running in the background

•  Consider logging in early to do a status check of your camera, microphone, and other devices

•  Minimize ambient noise—Close windows and/or doors, and consider using headphones (be sure to set 

computer settings to headphone audio and microphone)

•  Find a well-lit area—Front or overhead lighting is best; backlighting can obscure your image

•  Position yourself in a centered, “middle close-up” location on the screen; an ideal image includes a full view 

of your face and the upper half of your torso

 –  If possible, adjust the location of the patient’s image to be closest to your camera lens—this will give the 

impression that you are “looking” at the patient’s face when you look at the screen and/or camera

Recommendations for 

learners:

Conducting the 

telemedicine visit

•  Aim to see patients on time; attempt to notify patients if delays in care are expected (note: Many patients will 

be placed in a virtual “waiting room” until their visit is started)

 –  Speak clearly and in a normal voice; if you normally speak very quickly, consider slowing your speech to 

accommodate for sound quality issues, connectivity delays, or patient needs

•  Identify yourself and the patient!

 – Two patient identifiers (name, DOB)

•  Confirm the patient’s location (if relevant for billing and/or licensing purposes), and obtain a call-back number

•  Ensure audio/visual connectivity; ask patients “can you hear and see me ok?”

•  Ensure the patient is in a private space and is able to share information freely

•  Introduce the patient to the virtual encounter, and let them know what to expect

 – Benefits: More convenient, flexible, allows access over long distances

 –  Limitations: Not everything can be done in a virtual visit; if something is urgent or there is a serious health 

concern, a follow-up in-person visit (or ED referral) may be required

•  Determine the appropriateness of a virtual visit

 –  Active chest pain? Complex or sensitive physical exam needs? Inability to acquire complete or accurate 

information to make a medical decision? Consider converting the patient to an in-person follow-up

scope of the evaluation of technical competencies during the 

simulation. For example, if learners are being evaluated on 

their ability to create an optimized telemedicine environment 

for their patients, you may or may not wish to advise the 

learner before the encounter that it is appropriate to adjust 

the A/V equipment so that both patients and providers can 

see and hear one another sufficiently. Warning learners that 

they are expected to actively interact with the technology and 

optimize technical issues as part of the OSCE guides learners 

to demonstrate their technical skills.

 Special Considerations for Virtual Health 
Simulation

While scheduled virtual OSCEs provide a model for skills- 

based telemedicine training, they do so in a laboratory set-

ting, removing learners from their larger clinical 

environment, imposing artificial constraints on visit length, 

and in many cases, substituting an artificial audio/visual 

interface for the one used in practice. Workplace-based vir-

tual health simulation, however, has the potential to create a 

more authentic training experience by integrating assess-

ment into learner’s real-world clinical schedule and prac-

tice. Such simulated encounters can be “announced” in 

which learners are aware that the visit is simulated or “unan-

nounced” in which virtual standardized patient encounters 

occur covertly. Both announced and unannounced work-

place-based virtual encounters require considerable plan-

ning and partnership with local healthcare information 

technology to execute, given the challenges of pausing real-

world clinical practice to implement a simulated patient 

care visit. Unannounced virtual visits add an additional 

layer of complexity given the need to create mock electronic 

patient records that closely mimic those from real patients 

and allow realistic documentation and orders to be placed, 

all while ensuring that normal clinical workflows are not 

disrupted. Despite these complexities, workplace-based vir-

tual encounters can be powerful and authentic training tools 

with the potential for longitudinal assessment and more 

durable practice change. Table 9.4 compares and contrasts 

these models.

9 Simulating Virtual Care: Integrating Telemedicine into Objective Structured Clinical Training



156

Table 9.4 Telemedicine-specific considerations for creating a work-place-based telemedicine simulation

Framework for selecting 

telemedicine assessment 

instruction design

Performance based assessment in 

simulation center or on web-based 

conference platform

Announced standardized patient in 

clinical setting

Unannounced standardized patient/

secret shopper in clinical setting

Encounter structure Learner participates in simulated 

telehealth encounter outside of clinic 

schedule, through zoom or other 

teleconferencing system

Learner and clinic staff are 

informed that a specific 

telemedicine visit in their EHR 

schedule is a standardized patient

Learner is informed that a 

telemedicine visit in their EHR 

schedule will be a standardized 

patient, but specific patient is not 

disclosed

Location Simulation center or zoom Learner’s clinical setting Learner’s clinical setting

Technology needs Zoom or another video conferencing 

platform

Ability to integrate visit into 

clinical schedule; okay if patient 

does not appear realistic in EHR

Ability to generate mock patient and 

integrate visit into EHR and clinical 

schedule without detection

Feedback •  Oral feedback from SP and faculty 

observer immediately following 

visit

•  Written feedback

•  Oral feedback from SP 

immediately following visit

•  Written feedback

•  Written feedback from SP post 

hoc

Strengths of this 

structure/unique 

learning opportunities

(1) Simple to implement

(2) Learners receive immediate 

feedback from faculty and SP

(1) Visit integrated into learner’s 

workflow

(2) Learner practices EHR- 

specific skills of their clinical 

environment

(3) Learners receive immediate 

feedback from SP

(1) Visit integrated into learner’s 

workflow

(2) Learner practices EHR-specific 

skills of environment

(3) Insight into clinical integration 

of telemedicine

 The Future of Virtual Health Simulations

The future of clinical care will no doubt include virtual 

health, which presents challenges and opportunities for med-

ical educators. Virtual healthcare has already changed care 

delivery and created new models of care continuity and 

patient-centered care while shifting expectations around 

accessibility and experience for both patients and providers. 

While the extent to which telemedicine is incorporated into 

current curricula is variable, enthusiasm for the practice is 

growing, and medical organizations and accrediting bodies 

are moving toward standardized training requirements, sig-

naling their recognition of the role that telemedicine will 

play in learners’ careers. Additional considerations for tele-

medicine OSCE skills include virtual oversight of learners 

(“virtual precepting”), as well as attention to documentation 

and billing. Advanced areas of exploration may include the 

incorporation of other digital health technologies such as 

remote patient monitoring (RPM), which can allow learners 

to experience scenarios and develop skills in both synchro-

nous and asynchronous data collection, review, and clinical 

decision-making.

In the realm of virtual professional development, there is 

a need for more robust understanding of and training in con-

cepts of digital professionalism, digital empathy, and digital 

trust among medical learners. These concepts—derived from 

the fields of social psychology, media studies, and computer 

science—encapsulate the adaptation of professional behav-

ior, codes of conduct, and social norms into virtual spaces 

[22, 23] and explore the role of technology as a mediator and 

moderator of critical elements of the patient–physician rela-

tionship. Finally, with growing concern around the role of 

health technologies in creating or exacerbating health ineq-

uity, it is critical that the future of OSCEs in telemedicine 

education directly addresses equitable access to digital health 

resources [21, 24] and provides training to learners to actively 

identify and address patients’ digital determinants of health. 

These represent new and exciting, though as yet understud-

ied, avenues for the development of OSCEs geared toward 

ensuring the next generation of medical learners have the 

capacity to leverage emerging digital and virtual health tech-

nology in the care of individual patients and the public’s 

health.

 Best Practices for Telemedicine OSCEs

 1. Select a simulation modality and setting that meets the 

needs of learners and your specific clinical 

environment.

 2. Base telemedicine simulations and assessments on 

established competency frameworks, such as those pro-

posed by the AAMC.

 3. Seek to assess both general skills in the context of tele-

medicine, as well as telemedicine-specific skills.

 4. Utilize behaviorally anchored assessment tools for eval-

uating learners.

 5. Stay current with telemedicine trends in OSCE simula-

tions; ensure that simulations reflect the most recent 

telemedicine technologies, practices, and regulations.
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 6. Simulate cases that are most appropriate for assessing 

telemedicine-based competencies.

 7. Design OSCE simulation spaces to closely resemble 

real-world telemedicine environments; this includes, 

where possible, incorporating live or training versions of 

the current telemedicine and EHR platforms utilized by 

your health system.

 8. If possible, partner with your health system’s informa-

tion technology department to support virtual simulation 

infrastructure.

 9. Accommodate participants’ technical constraints in sim-

ulations; understand the hard- and software setups of 

your participants (learners, SPs, and evaluators), and be 

prepared to accommodate those with access constraints 

(e.g., broadband limitations, security settings on 

computers).

 10. Be prepared to adapt environments and technologies for 

learners who have accessibility and/or adaptive needs.

 11. Incorporate digital health equity considerations in tele-

medicine simulations; design scenarios that account for 

structural, social, and digital determinants of health for 

your patients and that work to build digital health equity 

competencies in learners.

 12. Evaluate digital professionalism and empathy skills in 

telemedicine simulation assessments.
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10Supporting Transitions Across 
the Medical Training Continuum 
with Simulation- 
and Performance- Based Assessment

Kinga L. Eliasz, Adina Kalet, Tavinder K. Ark, 
Elizabeth Wargo, Donna Phillips, Jeffrey Manko, 
and Sondra Zabar

 Simulation- and Performance-Based 
Assessment to Support Learner Transitions

If not done with attention and care, the period of time when 

physicians transition to a new level of training can imperil 

patients, residency programs, healthcare systems, and indi-

vidual clinicians. One of the biggest challenges for learners 

making training-level transitions is the need to adapt to new 

roles, responsibilities, and expectations. In the medical field, 

this often means taking on greater levels of autonomy, 

decision- making, and accountability. Medical professionals 

must also learn to navigate novel and complex systems, work 

with new colleagues, and communicate effectively with 

patients, families, and colleagues. Transitions can bring up 

feelings of uncertainty, anxiety, and self-doubt even for those 

trainees who had previously felt confident in their abilities. 

These feelings can be particularly acute and promote high- 

stakes consequences during the transition from undergradu-

ate medical education (UME) to graduate medical education 

(GME, also referred to as “residency” or “internship”), as 

trainees move from being a student to being a physician in 

clinical practice settings, both in the hospital and clinical 

environment [1].

To help ease the transition and ensure readiness for clini-

cal practice, New  York University Grossman School of 

Medicine has created two immersive simulation events: 

Night-onCall (NOC) and First Night-onCall (FNOC). These 

simulations provide trainees with standardized yet realistic 

experiences in a safe and supportive environment, allowing 

them to make errors, receive feedback, and gain confidence 

as they prepare for their transition into residency. Through 

participating in deliberately designed simulated experiences, 

trainees confirm that they have the ability to make efficient 

and accurate clinical decisions under high-pressure 

situations.

Simulation is not only a valuable tool for easing learner 

transition from UME to GME, but it also plays a critical role 

in reducing the risk of harm to patients [2, 3], assessing clini-

cal competence [4], and promoting a culture of safety within 

healthcare institutions [5]. Performance-based assessment 

(PBA) is a tool that can be leveraged to support transitions. 

PBA provides actionable data on individual student perfor-

mance, team performance, and program gaps and strengths, 

and allows institutions to identify areas for improvement and 

customize training programs to meet the specific needs of 

trainees. By adjusting PBA to focus on individual 

competency- based assessments (in the case of NOC) or 

team/group-based assessments (with FNOC), trainees and 

teams receive tailored feedback and coaching, and the simu-

lation experiences and related curriculum can be continu-

ously improved over time.

This chapter provides a framework for designing and 

implementing simulations to support readiness-for- 

transitions and prepare for safe clinical practice. Below, we 

describe how PBA can be adjusted according to the 

 assessment focus and specific needs at two inflection points 

during the transition from UME to GME: transitioning from 
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student to doctor just prior to medical school graduation and 

practicing collaborative healthcare teamwork immediately 

prior to beginning residency. With the help of simulations 

and PBA, trainees can be better prepared to take on their new 

roles, ultimately leading to better outcomes for patients, 

institutions, and professionals.

 Two Unique Programs That Address Different 
Components of the UME to GME Transition

The role of medical educators in facilitating a successful 

UME–GME transition cannot be overstated. These educators 

play a critical role in designing and implementing programs 

that prepare trainees for the unique challenges of 

GME. Educators must be willing to explore and implement 

innovative approaches including leveraging technology, sim-

ulation, and data-driven feedback (e.g., PBA) to equip train-

ees with the skills and knowledge necessary to succeed in the 

complex and demanding world of GME.

A team including physicians, nurses, medical librarians, 

patient safety experts, and medical educators with experi-

ence in instructional design, simulation, and assessment 

developed two immersive simulation experiences—Night- 

onCall (NOC) [4] and First Night-onCall (FNOC) [5]. These 

events were deliberately designed and strategically imple-

mented within the curriculum so that near-graduating and 

new interns had just-in-time [6] opportunities to rehearse 

their readiness for UME to GME transition in different con-

texts. The situations and instructional strategies utilized in 

NOC and FNOC differ (Table 10.1); NOC emphasizes dem-

onstrating individual clinical competence, while FNOC 

focuses on collective competence demonstrated in how they 

approach team work and patient safety.

 Night-onCall (NOC): UME Readiness-for- 
Internship Simulation Event [4]

In 2014, the Association of American Medical Colleges 

(AAMC), responsible for accrediting medical schools in the 

United States, released a set of 13 core Entrustable 

Professional Activities (EPAs)—behaviors that all entering 

residents should be expected to perform on day 1 of resi-

dency without direct supervision, regardless of specialty 

choice. They provided detailed guidance meant to drive the 

UME community toward refining, measuring, and bench-

marking the minimal level of competence in each of these 

domains expected of a medical school graduate [7, 8]. NYU 

Grossman School of Medicine is one of the ten pilot schools 

in the country investigating EPAs in the UME context. Using 

the 13 core EPAs guidelines, we built and studied an immer-

sive simulated “on call” experience for near-graduate 

 medical students to measure readiness-for-internship, called 

Night-onCall (NOC). NOC is currently integrated into the 

curriculum prior to graduation. The goal of NOC has been to 

provide near-graduating medical students with an individual 

immersive simulation experience that both assesses their 

performance related to the 13 core EPAs and supports their 

learning as they prepare to transition to residency. An indi-

vidual experience was chosen for two fundamental reasons: 

(1) assessment (i.e., measuring individual competence) and 

(2) providing learners with an opportunity to experience the 

decisional autonomy of an intern on call, an experience that 

is rare during UME training.

NOC is a multi-station OSCE. NOC aligns with the litera-

ture that supports the utility of a well-designed OSCE as a 

valid assessment of clinical competence, assuming careful 

attention is paid to “contextual fidelity,” including the inter-

professional nature of most medical work and accurate “pro-

fessional role reproduction” [9]. During what was originally 

a 4-hour experience, learners see four SP cases with varying 

degrees of complexity, each of which requires first answer-

ing a call from a standardized nurse (SN), then evaluating an 

SP with the SN in the room and making immediate manage-

ment decisions, and lastly, writing a coverage note. In the 

original version of NOC, between the first and second patient 

case, the learner engaged in a triple-jump exercise [10] by 

completing a content-specific e-learning module [6]. The 

first patient case also requires that the learner makes a phone 

call to a standardized attending (SA, portrayed by an experi-

enced clinician) to orally present and discuss the case. The 

NOC experience ends with the learner completing a handoff 

of the four patient cases to a standardized intern (SI, por-

trayed by a senior medical student). NOC has been modified 

to a 3-hour version with 3 SP cases to facilitate large gradu-

ating classes without compromising measure of the 13 EPAs. 

This has made NOC logistically more feasible by assigning 

the e-learning module as pre-work and reducing the number 

of clinical cases to three. Funded by the Josiah Macy 

Foundation, we have built a NOC consortium of ten US med-

ical schools. The goal of the consortium is to collaborate and 

establish a benchmark for near-graduate learners. We have 

collected data on 1620 consented learners over 7 years (as of 

October 2024).

Throughout the NOC experience, learners receive compe-

tency and entrustment assessments from multiple perspec-

tives including standardized patients, standardized nurses, 

standardized attendings, and standardized interns, all of 

whom are rigorously calibrated to a standardized simulation 

activity. A total of 14 assessments, based on tools with vali-

dated evidence where available [4], are used during NOC to 

score behavioral competencies in real time. A confirmatory 

factor analysis provided early evidence that entrustment 

judgments can be made based on a student’s NOC perfor-

mance [11].
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Table 10.1 Similarities and differences between Night-onCall (NOC) and First Night-onCall (FNOC)

Night-onCall (NOC) First Night-onCall (FNOC)

Event descriptor An immersive simulation with activities structured to assess 

and address MD competencies (i.e., 13 core Entrustable 

Professional Activities (EPAs))

An institutional patient safety event with 

activities structured to replicate and assess key 

patient safety skills

Curriculum point Undergraduate Medical Education (UME), few months prior 

to graduation

Graduate Medical Education (GME), during 

intern orientation

Target learner Near-graduating medical students Incoming interns

Event framework Objective Structured Clinical Exam (OSCE) Group Objective Structured Clinical Exam 

(GOSCE)

Event length 4- or 3-hour individualized versions

(3 learners, 6SPs, 1 attending/OSCE rotation)

4- or 3-hour group versions plus preassigned 

e-learning modules

(up to 40 learners/event)

Event goal Individualized experience focused on individual competence 

(developing an individual mental model)

Team experience focused on collective 

competence (developing a shared mental model)

Focused on providing learners with autonomy to be an intern 

on call

Focused on creating a culture of safety by 

introducing and practicing escalation protocols, 

emphasizing principles of high reliability and 

national patient safety goals, and networking 

with new colleagues

Event activities

(in chronological order)

4 standardized patient cases (**oliguria 1, oliguria 2, 

hypertension, informed consent) that target case-specific 

skills such as history gathering, physical exam, patient care, 

and EPA behaviors

3 standardized patient cases (hypotension, 

*informed consent, fever evaluation), the 

escalation call is embedded into the 

hypotension case and the medical error is 

embedded into the fever evaluation with 

incorrect patient labels

Coverage note documentation following each case Coverage note documentation after the 

informed consent case

Oral presentation to a standardized attending (via phone call) 2 acute manikin cases (hypoglycemia and 

anaphylaxes) with debriefing or PPE donning 

and doffing and treatment of anaphylaxis

Evidence-based medicine activity (literature search) Patient handoff (IPASS) of the 2 cases and 

GOSCE debrief

Culture of safety activity (paper scenario) *Patient safety room (recognize common 

patient safety hazards in a simulated patient 

room)

Patient handoff of the 3 or 4 cases *Patient safety rounds case-based discussion

NOC debrief (learner also receives feedback report and 

completes a learning plan activity)

E-learning module 

integration

**WISE-onCall module for oliguria is embedded into the 

NOC experience as a just-in-time learning strategy to 

facilitate the “triple-jump’ approach:

(1) Learner completes the first oliguria case in a discovery 

learning fashion

(2) Learner completes the WISE-onCall oliguria module, 

which provides just-in-time learning around oliguria and is 

meant to provide an overall framework to approach patient 

cases

(3) Learner completes a second oliguria case (different case) 

to solidify the learning from steps 1 and 2

WISE-onCall modules are assigned prior to the 

FNOC experience as a preparation for future 

learning strategy [21]—providing the learner 

with an overall framework to approach patient 

cases (different case examples) and establishing 

a baseline and expectations for incoming 

interns

Assessment and feedback Every individual learner’s performance is independently 

measured on the 13 core EPAs by multiple standardized 

raters including patients, nurses, attendings, and interns

GOSCE team performance is measured by 

standardized patients and nurses

Every learner receives a comprehensive individualized 

feedback report immediately following the NOC experience

Faculty facilitators provide groups with specific 

feedback and all learners receive a resource guide 

with information tied to cases and activities

Reflection phase After the learner receives feedback report, reflection is 

embedded in the individualized learning plan activity

Reflection exercise follows every FNOC 

activity (learner is asked to reflect on what was 

most memorable about each given activity and 

why)

*Eliminated in COVID 3-hour Version

**Eliminated when shortened NOC to 3 hours
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Immediately following the NOC experience, each learner 

receives an individualized report (Fig. 10.1), which provides 

detailed feedback on their performance and is designed to 

highlight patterns of competence across activities. Learners 

also participate in a debriefing session with faculty, during 

which they develop their own individualized learning plans 

to reinforce strengths and address identified weaknesses 

prior to beginning residency. During this session, each 

learner is also provided with a resource guide, which includes 

voluntary mentorship opportunities. We designed the debrief 

session and resources in this manner, in order to empower 

individual learning and offer learners a supportive environ-

ment to address tailored, actionable goals. Medical schools 

received aggregate reports of their class EPA performance 

for quality assurance and guidance for annual curricular 

changes.

Beyond the goal of assessing individual competence, 

NOC provides near-graduating medical students with a 

lived experience of the expectations associated with their 

new level of autonomy in a psychologically-safe and sup-

portive learning space. By acting as the intern in NOC, 

medical students gain firsthand experience in responsibil-

ity, accountability, interacting with different members of 

the healthcare team, managing multiple patients, and deliv-

ering information in a concise, clinically-meaningful man-

ner while also tailoring it to different team members (i.e., 

nurses, patients, supervisors, colleagues). NOC is an 

invaluable experiential tool for preparing near-graduating 

medical students for the challenges of residency and 

ensures that each trainee is equipped with the clinical skills 

and knowledge they need to function effectively in an 

increasingly independent role.

 First Night-onCall (FNOC): GME Patient Safety 
Orientation Simulation Event [5]

Readiness to take care of patients at the beginning of resi-

dency varies greatly based on which medical school an intern 

graduated from. As a result, program directors have often 

implemented simulation-based transition programs, or 

“bootcamps,” to ensure these novice practitioners are uni-

formly prepared [12–14]. However, residency requires col-

laboration in addition to individual competence to ensure a 

culture of safety. To facilitate the transition from UME to 

GME, NYU Grossman School of Medicine and the New 

York Simulation Center for the Health Sciences (NYSIM) 

developed FNOC for all incoming interns. FNOC is a col-

laborative, immersive “on call” simulation experience that 

focuses on actions that enhance patient safety and introduces 

the principles, behaviors, and tools that NYU Langone 

Health has adopted to promote safety, quality, and patient 

experience: escalation, recognizing and reporting a medical 

error, and creating a culture of safety and continuous learn-

ing from day one.

We chose a multi-station Group Objective Structured 

Clinical Exam (GOSCE) simulation experience for FNOC in 

order to provide all incoming interns from different medical 

schools the opportunity to experience developing collective 

competence and skills. Collective or distributive competence 

is the capacity of teams or groups, that goes beyond accumu-

lated individual competence of group members, and requires 

engagement and exquisite verbal communication among indi-

viduals to ensure a culture of safety [15]. The underpinning of 

this approach to competence is defined in situated learning 

theory [16], socio-material [17], and systems theory [18, 19] 

and suggests that competence emerges through shared experi-

ence. In this case, simulation is used to provide trainees with 

an opportunity to become more comfortable with their newly-

acquired professional roles (i.e., interns) alongside their peers 

and other healthcare professionals, in a supportive learning 

environment. FNOC also creates a culture of safety by intro-

ducing and practicing escalation protocols (such as those 

needed for decompensating patients requiring rapid response 

teams), emphasizing high reliability care and the importance 

of national patient safety goals (e.g., two patient identifiers, 

the need for common procedures such as structured hand-

offs), and networking with new colleagues.

Prior to the FNOC event, incoming interns are assigned a 

set of WISE-onCall online modules as part of the onboard-

ing process, which provide them with a framework for 

approaching acute inpatient complaints ([6]; https://med.

nyu.edu/education/other- educational- programs/wise- 

program). The purpose of assigning modules prior to FNOC 

is both to prepare interns to learn from the simulation by 

providing frameworks for addressing acute clinical issues, 

therefore consolidating prior knowledge [21], and to com-

municate institutional expectations for quality and safety.

During the 4-hour FNOC experience, new interns, in 

groups of four, participate in a GOSCE to conduct an 

informed consent conversation, evaluate a decompensating 

patient where they need to activate a rapid response team 

(escalation), document a clinical encounter, face an embed-

ded medical error, and end with a handoff of a patient to an 

incoming team. Following the simulation, they participate in 

a simulated, case-based discussion on patient safety rounds 

with institutional patient safety leaders.

In 2020, we redesigned the program to address topics rel-

evant to the COVID-19 pandemic with new content and by 

changing the design to protect learners from infection (e.g., 

smaller sized learner groups). A manikin-based simulation 

case was added and included assessing a patient and donning 

and doffing personal protective equipment (PPE). The case- 

based discussion and informed consent GOSCE case were 

eliminated, and environmental hazards curricula were modi-

fied. Education and safety leaders recognized FNOC as an 
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Strong: I would trust this intern

with patient care even without

supervision

Patient Handover

A standardized intern rated your

handoff for the four patient cases

according to the IPASS framework.

I - Illness Severity

P- Patient Summary

A- Action List

S –Situation Awareness/Contingency-

---- Planning

S - Synthesis by Receiver

Communication

Standardized patients rated your

communication skills, including

information gathering, relationship

building, organization, and patient

education and counseling.

Entrustment

Thestandardized intern also indicated their

assessment of the quality of your situational 

overview, an OVERALL assessment of whether you

transferred incorrect information, omitted 

important information, or engaged in tangential 

conversation and the level of trust (Entrustment)

based on the information you delivered.

Fig. 10.1 Score card report delivered immediately following Night-onCall (NOC)
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opportunity to address new public health concerns and addi-

tional curricula focus such as equity and patient experience 

as part of safe, high-quality patient care. The current version 

of FNOC is 3 hours long. Learners still work as a team to 

interact with standardized nurses and standardized patients, 

who assess them as a group.

The GOSCE during the FNOC experience is focused on 

collective competence, and each team receives specific feed-

back from multiple perspectives including the standardized 

patients, nurses, and faculty facilitators. After each activity, 

learners are asked to identify in writing what was most mem-

orable about that activity, so that they have an opportunity to 

pause and reflect on the specific learnings and takeaways 

from that activity. FNOC ends with a faculty-led debriefing 

session where interns are encouraged to voice their feelings 

about their transition, ask clarifying questions, and identify 

action items they plan to incorporate on day one of intern-

ship. Following the FNOC event, all incoming interns are 

provided an electronic resource guide with institution- 

specific protocols, support team details and contact informa-

tion, so that they feel empowered and supported as new 

members of the institution. This is also available to them on 

the institution’s learning management platform.

The NYU Grossman School of Medicine has hosted 

FNOC for 8  years and delivered this experiential patient 

safety orientation to all incoming interns. We provide the 

safety orientation to 200+ interns a year (1600+ total learners 

over 8 years) and now are assured that all residents at our 

institution have had a common patient safety orientation and 

practice.

Over time, we have seen a cultural change at our institu-

tion: program coordinators contact FNOC leadership to plan 

their program orientation and bootcamp around FNOC, core 

faculty and program directors all expect to participate as fac-

ulty observers, and patient safety leaders suggest relevant 

modifications to our resource guide. FNOC has also contrib-

uted to faculty scholarship and recognition and receives 

ongoing support from the academic health center. In all these 

ways, an annual intern experiential patient safety curriculum 

has exponential benefits to the healthcare community.

 Conclusions

The use of simulation and PBA can greatly aid trainees in 

their transition from UME to GME. These tools allow train-

ees to practice and refine their skills in a psychologically-safe 

and controlled environment while also receiving immediate 

feedback from rigorously-calibrated raters. Incorporating 

simulation and PBA into medical education is a vital step 

toward producing competent, safe, and confident physicians.

The opportunity to rehearse authentic professional activi-

ties and new role responsibilities during NOC and FNOC, 

each focused on different but complementary aspects of 

readiness-for- internship, helps trainees make a smooth tran-

sition into residency. We made instructional design decisions 

informed by the unique challenges of both UME and GME.

Simulation can be used reliably and effectively to smooth 

the UME to GME transition, providing learners a safe learn-

ing space to “put it all together.” We intentionally designed 

this as a series of simulations to ensure incoming interns rec-

ognize their role on the healthcare team to provide safe, 

high-quality care for patients. Simulation helped our team 

provide transitioning trainees with not only standardized and 

supportive educational experiences but also data-driven 

feedback to guide their personal preparation for GME. With 

support from the Josiah Macy Foundation, we are building a 

consortium of medical schools that are working together to 

further refine and develop the use of immersive simulations 

like NOC and FNOC with goals to collaborate on building a 

robust, adaptable, and feasible transition curriculum while 

also providing assessment, benchmarking, and standard-set-

ting to establish a validity argument for using the data to 

assess readiness for transitions (for more information, see 

https://www.nightoncall.org). In these ways, we introduce 

our trainees, both individually and collectively, to their role 

as good citizens of a safe, high-quality healthcare system.
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11Objective Structured Teaching Exercises 
(OSTEs) from the Teacher’s Perspective: 
What, Why, When, and How?

Cynthia Osman and Anne Dembitzer

 What Is an OSTE?

An Objective Structured Teaching Exercise (OSTE) is a vari-

ation on the traditional OSCE, where participants practice 

and/or demonstrate their teaching skills. In an OSTE, actors 

play standardized learners (SLs), rather than (or in addition 

to) SPs. OSTEs aimed at providing practice and formative 

assessment of teaching begin with a brief didactic orientation 

session to prepare participants for the scenarios. Next, par-

ticipants enter a room with an SL and engage in a teaching 

scenario. Immediately following the scenario, participants 

reflect on their own performance, and the SL provides feed-

back to the participant. Sometimes, faculty or peer observers 

share their feedback as well. Often a group debriefing fol-

lows the scenario(s). Like OSCEs, OSTEs can also be video-

taped for later review, providing additional opportunities for 

reflection and self-assessment.

In Group OSTEs (GOSTEs), participants engage in the 

simulation in teams. GOSTEs have several benefits: partici-

pants have the opportunity to share and discuss strategies 

prior to beginning the scenarios, they can observe and learn 

from their peers, fewer SLs are needed per participant, and 

scenarios simulate team conversations typical in health care.

 Why Use OSTEs?

In 2010, the Carnegie Foundation for the Advancement of 

Teaching called for increased integration of formal learning 

with clinical experience, highlighting the importance of cli-

nician educators to the educational mission of academic 

medical centers [1]. It is widely recognized that sophisti-

cated faculty development is needed to ensure that clinician 

educators are able to respond to the increasingly complex 

teaching expectations [2].

Institutions are expanding programming in faculty devel-

opment [3–5]. While there are many reasons for this, a sig-

nificant factor are mandates from the Liaison Committee on 

Medical Education ([6], Standard 4.5) and the Accreditation 

Council for Graduate Medical Education [7, 8] that state that 

residency and fellowship faculty development programs 

address teaching skills. In addition, the number of resident- 

as- teacher programs have grown in the last 20  years [9], 

likely due to similar mandates for resident-as-teacher pro-

gramming from the LCME ([6], Standard 9.1) and ACGME 

(core requirement IV.B.1.e).(1).(d), 2021), which states that 

“Residents must demonstrate competence in . . . educating . 

. . students, residents and other health professionals.”

Despite this growth in programming around formal teach-

ing skills, few clinical educators at any level have had their 

teaching skills assessed in authentic settings in real time [4, 

5, 9]. As Boillat et al. [10] states, “. . .the OSTE incorporates 

many of the elements of an ‘ideal’ faculty development tool 

by: (1) creating authentic teaching contexts; (2) enhancing 

the objective assessment of teaching skills with SLs and pre- 

determined criteria; (3) allowing direct feedback from learn-

ers and peers; and (4) providing an opportunity for repeated 

practice.”

Additionally, OSTEs are an effective means for faculty to 

simultaneously learn new core curricular content and prac-

tice their teaching skills. For example, there is mounting evi-

dence that faculty and residents lack the skills needed to 

discuss the multiple forms of bias in health and the health-

care workplace [11], despite the increasing availability of 

relevant curricula [12–16] As Acosta and colleagues have 

noted, “both cultural sensitivity training and unconscious 

bias training are important, but faculty need more. HP [health 

professions] faculty need not only the ability to recognize 

prejudice and discrimination but also the tools to speak up 

against it when they witness it [11].” OSTEs can provide this 
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psychologically safer learning environment compared to the 

clinical setting.

 When Should Medical Educators Consider 
Using an OSTE?

We have found OSTEs to be particularly valuable to:

 1. Identify teaching skill gaps

 2. Learn teaching skills

 3. Assess teaching skills

 4. Conduct program evaluation of teaching programs

 Identify Teaching Skill Gaps

The Education for Educators (E4E) program, a longitudinal fac-

ulty development program (FDP) in medical education at 

New  York University Grossman School of Medicine 

(NYUGSOM), has used OSTEs and GOSTEs to facilitate 

learners’ identification of their own teaching gaps in order to 

prepare them to gain the most from educational sessions. By 

writing personal learning goals at the conclusion of the OSTE, 

E4E faculty participants demonstrate their ability to recognize 

their personal teaching skill gaps [17]. Trowbridge’s systematic 

review of OSTEs [18] and Stone and colleagues in their work 

describing the use of OSTEs in a faculty development program 

[19] have similarly noted that faculty who participate in OSTEs 

report greater recognition of teaching strengths and gaps.

 Learn Teaching Skills

Stone et al. [19] found that faculty reported believing they 

were able to improve their skills and develop new teaching 

strategies as a result of participating in OSTEs. OSTEs pro-

vide a psychologically safe setting for active learning experi-

ences, enhance motivation to learn, and promote deliberative 

practice [20, 21]. Participants have an opportunity to try new 

skills, receive feedback, and try again. The standardized 

structure of OSTEs assures that all participants receive a 

similar learning experience facilitating a shared understand-

ing of excellent teaching skills and creating a culture that 

supports continued learning.

 Assess Teaching Skills

OSTEs provide opportunities to assess participants’ teaching 

skills. Performance is often evaluated by SLs and/or by 

observing faculty or peers. Evaluation is usually done using 

a rubric that assesses a number of teaching skills or behav-

iors (see Appendix R). OSTEs are performance-based assess-

ments of skills, considered a step closer to actual practice 

than a knowledge-based assessment would be, and are there-

fore predictive of actual practice or “workplace-based” 

implementation, as illustrated in Miller’s Triangle of Learner 

Assessment strategies [22].

 Conduct Program Evaluation of Teaching 
Programs

Data from OSTEs, if collected with attention to measure-

ment quality, may provide evidence supporting the impact 

of educational programs at the midrange levels of learning 

and/or behavior in the Kirkpatrick Model of program 

assessment [23].

 How Have Programs Used OSTEs to Teach  

or Assess Clinician Educators’ Skills?

Table 11.1 details some examples of programs utilizing 

OSTEs to teach and/or assess a variety of teaching skills.

 How Do You Optimize Faculty and Resident 

Participation in an OSTE?

The instructional design of an OSTE is uniquely well-suited 

for experienced adult learners who are highly self-directed 

and appreciate experiential learning of practical skills that 

are immediately applicable. However, there are some chal-

lenges to engaging faculty and residents in OSTE-based fac-

ulty development experiences. These are detailed along with 

potential solutions in Table 11.2.

 What Are the Steps to Creating an OSTE 

Program?

The creation and implementation of an OSTE and an OSCE 

are fundamentally similar [10, 30], but we outlined a few 

specific considerations for ensuring effective and engaging 

OSTEs based on 20 years of collective experience:

 1. Clarify Goals of Creating an OSTE Program: Creation 

and implementation of OSTEs are a large undertaking, 

requiring significant time to schedule, create cases and 

assessment tools, and train SLs [30]. Therefore, it is 

important to confirm that the OSTE format fits your goals.

 2. Obtain Support: Support from leadership is key to suc-

cessful OSTE implementation. Departmental leaders 

should be reminded that faculty development is man-

dated by the ACGME and LCME. Organizers should 

obtain both financial support (to pay actors for SLs) and 

 logistical support (to free up resident, fellow, and/or fac-

ulty time for participation in the exercise) early in the 

planning process.
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Table 11.1 Evidence from literature on OSTEs

Article title OSTE goal and format Evaluation Findings

Faculty development on 

professionalism and 

medical ethics: The design, 

development, and 

implementation of 

Objective Structured 

Teaching Exercises 

(OSTEs) [24]

Lu and colleagues created a 

faculty development program that 

included OSTEs to teach faculty 

how to address issues of 

professionalism and medical 

ethics with medical students.

Participants completed a 

post-workshop satisfaction survey 

and a pre−/post-survey on 

confidence and attitudes about 

teaching professionalism and 

medical ethics.

As a result of participation, faculty 

(n = 20) reported greater confidence 

in several areas including their 

ability to communicate concerns and 

handle professional issues that 

involve medical students.

The impact of an objective 

structured teaching 

evaluation on faculty 

teaching skills [25]

Julian and colleagues conducted a 

faculty development program 

using a series of OSTEs to teach 

skills such as providing feedback 

to a learners, bedside teaching, 

and outpatient precepting.

Participants completed a 21-item 

pre−/post-survey on 7 general 

teaching skills domains: learning 

climate, control of session, 

communication of goals, 

promotion of understanding and 

retention, feedback, evaluation, 

and promotion of self-directed 

learning [26].

Faculty (n = 46) reported significant 

improvement of their teaching skills 

in all 7 areas. However, student 

evaluations of the participating 

faculty’s teaching prior to the OSTE 

program and 6 months after 

completion did not change.

Using the objective 

structured teaching 

ecounter to assess resident 

teaching skills [27]

Oh and colleagues utilized OSTEs 

to assess family medicine 

resident’s ability to teach medical 

students using the 5 microskills of 

precepting. Residents received 

instruction on use of the 5 

microskills and then participated 

in an OSTE.

SLs rated residents’ use of the 5 

microskills. Authors hosted focus 

group to solicit feedback from the 

residents.

Residents (n = 41) were able to 

demonstrate use of the 5 microskills. 

Residents also reported greater 

teaching confidence after 

participation in the OSTE.

Creating an Objective 

Structured Teaching 

Examination to Evaluate a 

Dental Faculty 

Development Program [28]

McAndrew and colleagues 

developed and implemented a 

3-station OSTE to assess the 

impact of participation in a dental 

faculty development program that 

focused on conflict resolution, 

peer teaching, and small group 

facilitation.

SLs completed behaviorally 

anchored checklists on case- 

specific items pre- and post- 

curriculum implementation.

Faculty members’ (n = 12) general 

teaching skills and case-specific 

teaching skills improved after the 

faculty development program.

A pilot randomized, 

controlled trial of a 

longitudinal residents-as- 

teachers curriculum [29]

Morrison and colleagues assessed 

the impact of a resident-as-teacher 

curriculum using pre- and post- 

program OSTEs. Resident were 

randomly assigned to control 

group or to participate in the 

resident-as-teacher program; both 

groups completed the OSTEs.

SLs evaluated resident 

performance during the OSTEs on 

5-point Likert scale.

Residents (n = 23) who participated 

in the resident-as-teacher curriculum 

demonstrated a 22.3% improvement 

in their skills on the post-curriculum 

OSTE. They also performed better 

than residents who did not complete 

the teaching program.

Development and 

implementation of an 

objective structured 

teaching exercise (OSTE) 

to evaluate improvement in 

feedback skills following a 

faculty development 

workshop [19]

Stone and colleagues employed 

OSTEs to assess the impact of 

participation in a faculty 

development workshop focused 

on feedback skills through 

OSTEs. Participants were 

randomly assigned to complete 

the OSTE before the workshop or 

after the workshop.

SLs completed a 13-item checklist 

on participants.

Authors did not find statistically 

significant differences in observed 

teaching performance between the 

two groups of faculty (n = 56). 

Possible reasons include the 

participants not having enough time 

to develop and execute the new skills 

or participants with prior educational 

training skewing the pre-intervention 

OSTE group.

 3. Consider Resources: OSTE planning is similar to that of 

OSCEs (refer to the information on planning an OSCE 

timeline in Chap. 2, Step 2, and Table 2.5). Detailed con-

sideration of the resources needed for completion of the 

OSTE is essential; this includes: space for the event 

(either in a simulation center or other venue), financial 

support, identification of observers (if needed), identifica-

tion of facilitators for the introductory and/or debriefing 

sessions, and planning for training of the SLs.

 4. Perform Needs Assessment: A needs assessment should 

include data collection such as surveys, interviews, and/or 

focus groups with key stakeholders. Stakeholders can pro-

vide input on teaching skill gaps and include medical 

school deans, program directors, division directors, chief 

residents, trainees, and teaching faculty. The needs assess-

ment process can simultaneously serve to garner leader-

ship support for and buy-in to the program. Among the 

competencies for medical educators that can serve as the 
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Table 11.2 Engaging faculty and residents in OSTEs

Learner Challenge Possible solution

Faculty Faculty do not have provided protected time 

to attend faculty development OSTE sessions

Obtain support from departmental and/or 

divisional leadership, with a reminder that 

faculty development on teaching skills is a 

mandate of both the ACGME and the LCME.

Differences between number of faculty that 

sign-up and actual participation

Offer multiple sessions at different times on 

the same topic, timing sessions at maximally 

convenient times (such as summer Grand 

Rounds time), and utilizing a GOSTE format 

rather than individual OSTEs.

Depending on their age, temperament, and 

prior experience, faculty are not familiar nor 

comfortable with being observed by and 

receiving feedback from others

The GOSTE format is especially useful for 

faculty participants. Working in groups can 

decrease the inevitable stress of being “on the 

hot seat,” and many faculty appreciate the 

rare opportunity to observe each other in 

action.

Resident Residents perform different kinds of teaching 

than faculty

Tailor OSTE scenarios and teaching 

challenges to participants.

Residents have complex schedules Organizers should be sure to arrange sessions 

so most of the residents can participate, 

ideally during the program’s curricular time. 

Most resident OSTEs are a mandatory 

experience, so attendance should be 

guaranteed within the confines of the 

residents’ clinical schedules.

focus of an OSTE are medical (or content) knowledge, 

learner-centeredness, interpersonal and communication 

skills, professionalism and role modeling, practice-based 

reflection, and systems-based practice [31]. Teaching skills 

commonly addressed in OSTEs include giving feedback, 

precepting, professionalism, implicit bias, working with 

challenging learners, working with impaired learners, and 

working with excellent learners. As with OSCE develop-

ment, it is recommended that the OSTE designers develop 

the program to ensure that the targeted teaching skills are 

addressed as well as additional relevant issues such as con-

tent or interpersonal communication skills (see sample 

OSCE blueprint: Chap. 2, Step 3, Table 2.6).

 5. Choose a Format: OSTE Versus GOSTE: As a reminder, 

group OSTEs (or GOSTEs) allow participants to work in 

pairs or larger groups. Depending on the types of partici-

pants, the finances available, and the specific goals of the 

OSTE, a group OSTE format may be appropriate. 

GOSTEs have the advantage of requiring fewer actors per 

participant, enabling practice of team communication and 

allowing for greater flexibility in scheduling if the num-

ber of participants varies at different sessions.

GOSTE formats may vary. Participants can work in 

pairs, where one participant “takes the lead” while the 

other participant acts as backup, reducing performance 

pressure. In the NYUGSOM E4E program, groups of 

three or four faculty participants rotate through a series of 

OSTE stations together. Participants review the OSTE 

scenario, plan the teaching approach as a group, and 

rotate taking the lead for each station. Feedback is shared 

by observing participants, standardized learners and 

patients, and an E4E faculty facilitator.

 6. Create Cases: Case materials, which include SL instruc-

tions, SL checklists, and participant instructions, should 

be developed and reviewed for authenticity in consulta-

tion with stakeholders. The case should be piloted during 

the development process allowing for SLs to contribute to 

further modifications of the case materials. Clerkship 

directors, residency and fellowship program directors, 

and chief residents can be particularly helpful to flesh out 

the details of common teaching challenges for faculty. 

The more realistic and detailed the scenario, the more 

believable and useful it is for the participants (see 

Appendix S for example SL instructions).

Like OSCE cases, OSTE case materials should 

including setting and learner profile including prior aca-

demic performance, experience in the clinical learning 

environment, and career aspirations. Clinical details if 

relevant, may be necessary, for instance, in a precepting 

scenario.

Once the case has been fleshed out, the OSTE organiz-

ers must either choose or create a checklist for the SL to 

use when assessing the participant. Checklists are key in 

helping to standardize the feedback process and to ensure 

each participant receives feedback on the same core 

domains. There are sample checklists in the literature (see 
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Osman et al. [32]), or see our example of a generic OSTE 

checklist in Appendix R.

Finally, if participants will be observed by others 

besides the SL, then OSTE organizers must create guid-

ing materials for the observers to assess the participants’ 

performance.

 7. Selection of Standardized Learners: OSTE developers 

should keep their goals in mind when considering whether 

to recruit actors without a healthcare background or 

healthcare trainees or professionals to serve in the SL 

role. There are tradeoffs. Those with relevant experience 

and a medical fund of knowledge might be expected to 

portray a medical student or resident more authentically. 

On the other hand, actors less familiar with and beholden 

to the medical hierarchy may feel freer to provide frank 

feedback to faculty or resident OSTE participants [33]. 

Additionally, actors are more expert at consistent case 

portrayal as well as being more comfortable with the 

inevitable improvisation required during an OSTE 

encounter.

The choice depends on resources (actors are usually 

compensated, while healthcare trainees might be enticed 

to volunteer), type of teaching scenarios (a case with 

complex medical details might best be played by trainees 

or healthcare professionals), and need for reliable and 

valid performance ratings (actors are easier to train to use 

checklists of behaviorally specific items).

If using health professions learners from local pro-

grams, consider recruiting from a different discipline than 

participants (e.g., nursing students for physician faculty), 

and be sure to inform and remind participants that the 

SL’s are playing a role.

 8. Choose Sources of Feedback: There are many possible 

sources of feedback for OSTE participants. In some 

OSTE scenarios, there may be both an SL and an SP. For 

example, if the OSTE scenario involves teaching at the 

bedside, both the SP and SL will need training. Faculty 

observers might provide clinically oriented feedback to 

participants. This observation can be conducted directly, 

through a one-way mirror, or based on review of a video-

tape of the interaction or sitting in the corner of the room 

with direct observation. Howell and colleagues have uti-

lized “family faculty,” parents of pediatric patients who 

employ their personal experiences in healthcare to pro-

vide feedback to pediatric residents about their interper-

sonal skills [34]. And, finally, participants can receive 

feedback from fellow participants if a GOSTE format is 

used.

 9. Train SLs and Observers: As with training SPs for 

OSCEs (see Chap. 2, Step 6), training SLs should 

include case portrayal, checklist, and feedback. Case 

portrayal training typically includes a read-through of 

the case, with time for questions from the SLs, as well as 

a series of role-plays with the trainer who can vary the 

skill level represented.

The training of SLs (and of observers and/or SPs) 

should include a thorough discussion of the checklist 

tool, with opportunities for SLs/SPs/observers to assess 

different levels of learners so that they can calibrate their 

ratings to levels of performance.

Finally, the SLs (and observers and/or SPs, if they 

will be giving feedback to the participants) should be 

prepared to use the common feedback framework used 

at your institution. One such model is that from Gigante 

et  al. [35] which includes the following five steps: (1) 

outline the expectations for the learner, (2) prepare the 

learner to receive feedback, (3) ask the learner for self- 

assessment, (4) tell the learner how he or she is doing, 

and (5) agree on a plan for improvement.

 10. Establish the Role of the OSTE Leaders: Most OSTE 

sessions begin with an introduction to the goals of the 

session, the logistics of the cases, and any teaching 

 content that might be helpful to the participants as they 

rotate through the cases. It is important to set ground 

rules for the discussion, such as keeping information 

about fellow participants’ performance confidential. 

However, it is helpful to keep the introductory portion of 

the session brief since the more important part of the 

experience for the participants will be engaging with the 

SLs in the actual scenarios, receiving feedback, and then 

debriefing the experience.

The debriefing discussion is the most educational part 

of the OSTE experience. Here, OSTE leaders act as 

facilitators of discussions, rather than as experts on the 

topic. It will serve OSTE leaders/facilitators well to 

appreciate that all participants, but especially the more 

experienced faculty, will have much to contribute to the 

discussion.

One way to structure the debriefing session is to begin 

by exploring the group’s emotional reaction. How was 

the experience for the participants? Leaders should 

allow the group to talk and should keep asking open- 

ended questions to further the discussion. Next, leaders 

can go case by case, by first asking one person to sum-

marize and then asking the group to comment on what 

was challenging or easy. What did the group take away 

from the experience? At the end of session, leaders 

should encourage all participants to make a commitment 

to change one thing the next time they are teaching.

Once these steps are concluded, you can put it all 

together to create an OSTE or GOSTE schedule 

(Fig. 11.1).

11 Objective Structured Teaching Exercises (OSTEs) from the Teacher’s Perspective: What, Why, When, and How?
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Fig. 11.1 Sample GOSTE 

schedule (120 min)In this 

schedule, we would aim to 

have around nine faculty 

learners participate in the 

program. After the 

orientation, learners would 

split into groups of three. 

Group 1 (learners 1, 2, and 3) 

would begin at Case 1, while 

groups 2 and 3 begin at the 

other stations. Learner 1 

would take the lead on case 1, 

while learners 2 and 3 and 

faculty leader 1 observe and 

then debrief together. At the 

next station, a different 

learner would take the lead. 

Groups would rotate until 

they have completed all three 

cases. Then, all learners 

would come back together for 

a full group debrief

An OSTE and GOSTE program at your institution can 

create a shared mental model for teaching expectations, pro-

vide an opportunity to practice and highlight new skills, and 

build a community of practice for your teaching faculty. The 

steps in creating and implementing an OSTE are like those 

for an OSCE with a few unique considerations. There are 

several reviews [10, 30] on creating and implementing 

OSTEs which can be helpful to medical educators who want 

to design impactful OSTEs for their faculty.

Best Practices

 1. Create authentic, realistic cases.

 2. Clarify the learning skill(s) being assessed.

 3. Do a robust needs assessment.

 4. Attend to the details: logistics are essential.

 5. Prepare (and leave time for) a thoughtful debriefing.

 6. Remember that working with faculty is like herding cats! 

Be prepared for last-minute changes.
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12How to Build and Manage an SP 
Program

Brielle Blatt, Virginia Drda, Kathleen Allen, Gene Mamaril, 

Sean Overstreet, Willie Lombeida, and Katherine Tame

A simulation center’s SP program can be a core educational 

resource. Initially, our simulation activities took place across 

many sites within our academic center. The building of our 

simulation center enabled us to centralize simulation educa-

tion at our institution. This has allowed us to leverage our 

experience across an array of educational programs and effi-

ciently implement best practices for case development, SP 

training, and other operational components of simulation. For 

instance, we provide educational consultation to faculty who 

are developing new programs, which includes an SP case 

template (Appendix E) and other support materials. Doing 

this ensures that the SPs that work in our center become 

accustomed to the training format and learning process. Using 

similar cases across programs whenever possible allows our 

SPs to become highly calibrated to trainee performance and 

therefore ensures consistency in case portrayal and assess-

ment rating. All programs that run in our center, with few 

exceptions, use the same behaviorally anchored communica-

tion skills as part of the checklist (Appendix F), which further 

assures highly calibrated SPs and an opportunity for scholar-

ship across programs and developmental levels.

We seek to serve as a resource for our academic commu-

nity by making education accessible and authentic and 

ensure our programs meet accreditation expectations. We 

have regular community meetings with health system and 

educational stakeholders to debrief past programs, preview 

and prepare for upcoming programs, share important 

announcements, and facilitate an open forum to discuss any 

issues, needs, and goals.

Having a centralized model enables us to maintain integ-

rity of OSCE cases and assessments and execute consistent 

institutional expectations. Our simulation center staff over-

see an OSCE case library and track pertinent details such as 

programs, case title, authors, learner level, learning objec-

tives, core topics and diagnoses, years completed, organiza-

tion or department, assessments, and SP demographics. We 

are able to support new initiatives in health professions edu-

cation by either building new cases or tailoring existing cases 

to new expectations. Most recently, we have added OSCE 

cases and assessments focused on diversity, equity, and 

inclusion (DEI) learning objectives to our case bank to sup-

port simulation- based training in bias mitigation across the 

educational continuum [1].

This chapter provides the operational framework, based 

on our experiences, for building and managing a simulation 

center’s SP program.

 Working with SPs

 Building a SP Workforce

When our simulation center first opened, we engaged SPs as 

independent contractors on a project by project basis using a 

“studio model” approach. SPs were selected and provided by 

faculty and coordinators from each department who enrolled 

the SP as vendors for each short-term SP project. There were 

benefits and challenges to this approach:

• Advantages included long-standing partnerships and rap-

port built over time between faculty and coordinators with 

their selected SPs. SPs were contracted for each assign-

ment with no guarantee of future work, which allowed SP 

Educators and core faculty to observe SP skills and pro-

fessionalism on a trial basis. However, there was no cohe-

sive or continuous SP community.

• One of the biggest drawbacks was the issue of SP payment. 

SP pay rates varied between programs and institutions, and 

multiple coordinators managed SP invoicing separately, 

resulting in lengthy delays of SP payments. SP expecta-

tions differed between programs, and varying levels of skill 

and professionalism among SPs posed a  challenge to main-

taining a high standard of simulation education.
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Our institution has transitioned to hiring SPs as per diem 

employees. During this process, we re- defined the SP as 

“standardized participant” to encompass the wide array of 

roles simulated in scenarios, including but not limited to 

patients, nurses, other healthcare professionals, learners, fac-

ulty, and family members.

• Advantages include enabling a stronger, more consistent, 

and unified approach to selecting and hiring SPs with the 

aim of building long-term business relationships of mutual 

respect, commitment, and accountability. This investment 

has been advantageous for our institution and for the SPs, 

resulting in timely payment and SP retention, as well as 

fostering community among SPs as a valued part of our 

team. It also allows us to offer a more equitable distribution 

of opportunities among our SPs, including a variety of 

demographic diversity within each program roster. Another 

benefit was that we were able to advocate for a well-earned 

hourly wage increase with institutional support of our SPs.

• Challenges during this transition included significant attri-

tion of many long-term SPs who opted out of applying for 

this new position, a lengthy and detailed onboarding process 

that new applicants must complete, and enforcing annual 

employee requirements like vaccination and e-learning 

compliance module completion by each SP. However, we 

collaborate closely with Human Resources to assist SPs in 

completing onboarding tasks and have steadily built a cul-

ture of proactive compliance among our SP employees.

 Maintaining an SP Database

We maintain a database of our SP employees by gathering 

self-reported demographic information through a survey of 

new hires:

• Name and contact information

• Gender identity/pronouns (surveyed annually as this is 

subject to change over time)

• Age portrayal range (updated every 3 years as age ranges 

span over a 10-year range)

• Ethnicity/race portrayal

• Languages

We are able to seamlessly select and refer SPs according 

to demographic needs of cases and curriculum by filtering 

the SP database. Relevant information regarding SP techni-

cal capability and availability for work is also included. The 

database allows for a unified tracking system of SP profes-

sionalism and cancellations, which is monitored and updated 

as needed.

 Hiring: Sourcing, Identifying, Screening, 
Interviewing, and Onboarding

We follow the Association of Standardized Patient 

Educators (ASPE) Standards of Best Practices [2] in 

developing a process to identify SPs and recruit and main-

tain a cohort that reflects diversity. We collect data to 

drive our recruitment strategy by identifying demographic 

gaps in our SP workforce according to gender identity, 

age, race/ethnicity, and language and by assessing great-

est needs based on program curriculum. We conduct out-

reach to source candidates. We also ask our SPs for 

recommendations of colleagues, as well as contact local 

theater companies and network through ASPE. We regu-

larly receive inquiries from individuals interested in SP 

work and screen hundreds of resumes annually with a 

keen eye toward past SP, teaching, and related experience. 

We hire new per diem SPs on a bi-annual basis, prior to 

peak assessment season.

Our SP Educator identifies which applicants to inter-

view and conducts interviews using objective, specific cri-

teria, including behavioral questions to assess 

professionalism, skill sets, and trainability. Our academic 

center’s Human Resources specialists manage extending 

offers and pre- onboarding candidates, per institutional pol-

icy. The SP Educator then leads departmental orientations, 

providing essential information and setting expectations of 

our SPs. New hires are utilized during their four-month 

probationary period and receive timely coaching and feed-

back as needed.

 Program-Specific SP Recruitment, Referrals, 
and Training Processes

When a program seeks to include SPs for simulation, they 

complete a Program Request Form through our website, 

and an intake meeting is scheduled to discuss program objec-

tives, design and case scenarios. The specific SP demo-

graphic needs for each case are communicated to the SP 

Educator, who recruits and schedules SPs accordingly, secur-

ing principal and back-up SPs.

When a faculty or education coordinator requests SP 

referrals for a specific program that may not be in our 

simulation center, they complete a SP Referral Request 

through our website, describing the date, location, and 

demographic needs of each case. The SP Referral Request 

is forwarded to the SP Educator, who provides the 

requester with several SP referrals, including SP names 

and contact information, as well as gender identity and 

pronouns.

B. Blatt et al.
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SP training is scheduled by the SP Educator with faculty 

and SPs to take place 1–2 weeks prior to the first program 

date. This allows SPs to absorb and integrate the details of 

the case into their portrayals. Training for case portrayal 

includes the protocol described in Chap. 2, Step 6, and 

Table 2.13, with an overview of program logistics and tim-

ing, SP expectations, case review and read-through, and 

rehearsal. SPs practice the case with each other, faculty, and 

the SP Educator and also practice portraying different learn-

ers in the rehearsal encounters.

Faculty may also review and demonstrate physical exam 

components, when applicable. As new cases are developed, 

an environment of psychological safety is promoted during 

training, encouraging and recognizing inter-collaboration of 

faculty, the SP Educator, and SPs. When applicable, assess-

ment items and ratings are carefully reviewed and practiced 

with the SPs, as described in Chap. 2, Step 7. When appli-

cable, the format for delivering constructive verbal feedback 

citing specific describable behavior is reviewed and prac-

ticed (Chap. 2, Table 2.16).

 SP Quality Assurance

We observe the SPs in person two times during their first 

year of employment with a prioritization on their probation-

ary period (first four months of employment). We observe 

one time annually thereafter. We provide specific, construc-

tive, and timely feedback on case portrayal, checklist com-

pletion, and verbal feedback on the day of the program. Our 

SP Educators closely monitor and coach each new SP during 

their probationary period. We also observe any SPs identified 

as needing remediation or additional support and spot-check 

seasoned SPs. Common concerns are accuracy of case por-

trayal, SPs revealing more information than elicited during 

the visit, and SP verbal feedback that does not include spe-

cific words or behaviors. We also hold annual SP communi-

cation checklist and verbal feedback refresher trainings to 

maintain the quality of assessment and feedback skills.

 SP Satisfaction

We strive to retain our valued SP team members by main-

taining strong, professional relationships based on mutual 

respect and communication and by recognizing and 

acknowledging the nature and demands of SP work. We 

welcome new SPs to our community at orientation, greet 

SPs for each program, and offer amenities such as coffee 

and tea in the SP lounge, as well as changing rooms and 

lactation spaces. We address SP questions and concerns 

on an ongoing basis, building a lasting rapport with our 

SP team.

 SIM Center Organizational Structure

 Staff Roles and Responsibilities

OSCE teams typically comprise one aspect of an overall 

simulation center, in addition to simulation (manikin-based 

SIM), administrative, IT, and operational staff and/or 

teams. SIM and OSCE teams may have an overlapping role 

for providing simulation support. Though the granular 

details of the role’s day to day tasks may differ, there is a 

great deal of overlap regarding the high-level tasks of coor-

dinating program details ahead of time, supporting pro-

grams when they occur, and breaking down the program at 

its conclusion.

Dedicated SIM Center IT staff are a great asset so that 

there is expertise available to support and troubleshoot issues 

related to the learning management software, hardware, and 

AV equipment. Depending on the size of the simulation cen-

ter, the size of the operations and administrative staff required 

to function efficiently will vary. Having clearly defined 

responsibilities among operations and administrative staff is 

vital regardless of the center’s size and programming vol-

ume. Please refer to the Appendix T for a sample simulation 

center organizational chart.

 Simulation Operation Associate Onboarding 
and Training

An effective orientation will set up a Simulation Operation 

Associate (SOA) or Simulation Technologist for success in 

the role. It is helpful to immerse them slowly and strategi-

cally in various aspects of OSCE planning and operations 

while providing ample opportunity for them to develop rela-

tionships with key OSCE stakeholders. Dedicated training 

time with IT staff will prove instrumental in establishing a 

core understanding of the software, hardware, and AV equip-

ment needed to run a successful OSCE program. Please find 

an example of an SOA orientation schedule in the Appendix 

U for reference.

 Simulation Center Business Operations

 Finance: SP Timekeeping/Payroll/Invoice 
Reconciliation

It is vital to establish a consistent and organized process for 

tracking the finances associated with a SP program. Once a 

process is established for tracking SP time worked, it must 

be communicated with all internal and external stakeholders 

who schedule SPs for trainings and programs. It is a best 

practice for SPs to use an organization’s timekeeping system 
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(e.g., Kronos) to ensure their time is captured accurately and 

that they are paid in a timely manner.

The organization is responsible for establishing a process to 

invoice internal and external programs for SP wages. Timely 

invoice reconciliation is integral to maintaining the financial 

health of an OSCE program, and for this reason, the process 

should include firm timeframes for sending invoices and pay-

ment due dates. The organization will benefit from performing 

their finance-related tasks and responsibilities consistently and 

clearly communicating remittance expectations with the stake-

holders early on. These business practices will yield accurate 

and up-to-date bookkeeping while minimizing the amount of 

time staff spend following up on outstanding invoices. In addi-

tion, organizations should consider investing in a payroll sys-

tem (e.g., QuickBooks) to easily generate and track invoices 

and payments, which will contribute to the overall quality and 

efficiency of the invoice reconciliation process.

 Simulation Center’s OSCE Operations 
Workflow

 Reservation Process

It is essential to have a structured process to receive, evalu-

ate, and support program requests (Table 12.1). Our center’s 

website contains online forms for program reservation 

requests, change requests, and cancellation requests.

In addition to receiving ad hoc program requests, we also 

strategically conduct outreach to our stakeholders, as having 

requests with earlier notice has enabled sound OSCE plan-

ning and operations. Approximately 3 months prior to each 

academic semester, our SP Program Supervisor conducts 

outreach to new and returning program faculty and coordina-

tors regarding submitting their reservation requests. Since 

the School of Medicine has a high volume of programs and 

unique scheduling needs, they submit their reservation 

requests 1 year in advance.

 Day of OSCE Personnel

Although personnel may vary depending on the scale of 

the program, most programs include a control room oper-

ator, hallway monitor, and program faculty or coordinator. 

Our SOAs may fulfill either the control room operator or 

hallway monitor role, depending on the needs of the pro-

gram, and is determined during the intake process. Many 

programs also include faculty observers to provide imme-

diate verbal feedback and assess learners’ skills. We con-

duct a pre-OSCE huddle to reiterate these established 

roles, typically 30  minutes prior to the start of the 

program.

 Post Program: Debrief and Incident Reporting

After the program takes place, SOAs send a short “Debrief 

and Incident” report to SP program directors, Program 

Manager, and other SOAs. The form includes program name, 

program date, and report on the following categories: IT, 

SPs, Equipment and Supplies, Schedule, Feedback from pro-

gram, and Other. The SOA also logs this report through an 

online survey tool, enabling us to seamlessly report on issues, 

identify patterns, and address holistically.

 Annual Reports

Annually, we compile a report to calculate the number of 

programs, sessions (each instance of an education program), 

number of new and recurrent programs, number of learners, 

and total hours; this is separated by designated organizations 

(such as Undergraduate Medical Education, Graduate 

Medical Education, or Continuing Medical Education) and 

stakeholders. This enables us to monitor utilization as we 

develop a strategic plan for expanding and enhancing simu-

lation learning across our health system.

Table 12.1 Example instructions for how to host a program at the SIM Center

Hosting a program at the SIM Center

1. View the SIM Center Calendar to check room availability. An overview of learning spaces is also available on our website.

2.  Submit the online Program Request Form. You will receive a confirmation email that your submission was received.

• This form should be submitted no later than 16 weeks before the first date of OSCE programs.

3.  The SIM Center will contact you regarding your submission to confirm dates. The SIM Center will then schedule an intake to discuss 

logistics and support
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 OSCE Program Design Timeline: “The Life 
Cycle of an OSCE”

 SP Program Design Timeline

In order to properly plan and execute an OSCE, it is impor-

tant to have target deadlines for deliverables, as there are 

many moving parts. We strongly encourage program faculty 

to submit their reservations at least 16 weeks prior to the first 

program date, in order to have sufficient operational lead 

time. Figure 12.1 is a visual of our SIM Center’s SP Program 

Design Timeline.

 Intake Process

We conduct intake meetings with program faculty and coor-

dinators to review program needs and details, including 

space, staff, equipment, logistics, and support. Intakes are 

facilitated by an SOA or Program Manager, and, depending 

on the complexity, a SIM Center Director may also attend. 

See Appendix V for the Intake Program Design Checklist 

(IPDC), which is used to document information regarding 

the simulation program for SOAs to follow during set up/

planning and to indicate action items for the program and 

SIM Center team.

 Education Consultation

The SIM Center directors provide faculty development for new 

and existing simulation education programs through formal 

education consultations. Topics may include scenario design, 

program structure, task trainer and simulator training, resources 

and best practices in simulation education, scholarship and SP 

case development, and program assessment and evaluation 

options. Faculty who are interested submit a request through 

our website, and then, the SIM Center Program Associate 

schedules the meetings and maintains a tracker to collect perti-

nent details for follow-up and development of program.

Fig. 12.1 SP program design timeline
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 Technology, Equipment, and Inventory

 Desktops, Laptops, and Control Room 
Equipment

There are two major technological areas for a simulation 

center. The first is the infrastructure needed to run the 

learning management system (LMS) and support its fea-

tures. The second is the equipment for daily operations of 

OSCEs.

 Technological Infrastructure

Table 12.2 details the hardware that makes up the core of the 

LMS.  They are constantly running in the background in 

order to host the system and enable its features. It allows 

users to record the encounters during an OSCE, provide 

assessment capabilities, allow centralized control, and 

debriefing.

 Day of Interfacing Technology

Table 12.3 devices are located in the various areas of the 

simulation center and are the main interface to the LMS dur-

ing an OSCE.

 Equipment Inventory

There are two categories of equipment needed for OSCES: 

in-room and on-hand. SOAs manage the equipment inven-

tory, such as replenishing and requesting an order for sup-

plies and requesting additional laundry during periods with a 

high volume of programs.

In-Room Equipment The equipment in Table  12.4 is 

included in the standardized setup of each room.

On-Hand Equipment The equipment in Table  12.5 is 

stored outside of the exam rooms and is available for use 

based on the set-up needs of each program. 

Table 12.2 Core simulation center equipment

Host server Server that hosts the LMS application

Storage server Server that hosts all recorded video

Video system Pan/Tilt/Zoom (PTZ) Camera(s) PTZ camera(s) are located in the Exam Room and are wired back to 

recording server. These servers temporarily record the audio/video (A/V) 

feeds and transfer the videos to the storage server.
Recording server

Audio system Microphone(s) The microphone(s) and paging speaker(s) are located in the Exam Room and 

wired back to the Audio DSP. The DSP filters and adjusts levels for clear 

sound and is sent to the recording server.
Paging speaker(s)

Audio digital sound processor (DSP)

A/V control system A collection of hardware that controls the audio and video routing for the all 

the Exam Rooms. It primarily consists of touch panels, matrix switchers, and 

processors.

Table 12.3 Interface technology

Learner interface A computer located outside of the Exam Room, where the learner logs into the LMS before an encounter. 

The learner returns to this device to complete their post-encounter note.

Patient interface A computer located inside the Exam Room, where the SP completes their assessment after an encounter. 

Sometimes, the SP uses the computer outside the exam room so a faculty observer can enter the room and 

deliver feedback.

Faculty observation desktop A computer located in an area outside of the Exam Room opposite of the learner’s interface. Faculty 

members can observe the encounter and complete an assessment.

Control desktop A computer located in a centralized Control Room. This device connects to the LMS and allows the 

operator to run the OSCE.

Touch panel A device located in the Control Room where it allows the operator to select any paging speaker for an 

announcement.

Paging microphone A microphone located in the Control Room to allow the operator to announce into any Exam Room.

Multiplexed camera station A computer connected to a large display located in the Control Room. All the camera feeds in the Exam 

Rooms will show on this screen. This allows the operator to manipulate camera views for the best shot.

B. Blatt et al.



181

Table 12.4 In-room equipment

☐ Stretcher OR exam table

☐ Desktop computer

☐ Phone

☐ Blood pressure cuff

☐ Sink/soap/sanitizer

☐ Chairs

☐ Otoscope/PanOptic ophthalmoscope

☐ Gloves (S, M, L)

☐ Wall clock

☐ Alcohol prep pads

☐ Paper towels

Table 12.5 On-hand equipment

☐ Gowns

☐ Drapes

☐ Blood pressure cuff (varying sizes)

☐ Gloves (additional supply)

☐ Scrubs (varying sizes)

☐ White lab coats (varying sizes)

☐ Exam table paper (additional supply)

☐ Mayo stands

☐ Headphones

☐ Clipboards

☐ Stethoscopes

☐ Scrap paper

☐ Tongue depressors

☐ Applicators

☐ Reflex hammers/tuning forks

☐ Exam lights

 Conclusion

Efficient, coordinated operations will allow the simulation 

center and SP program to serve as a core resource for the 

center’s learning community. The use of this framework will 

help to achieve the vision of your simulation center to serve 

as an institutional resource for high-quality simulation edu-

cation and research.
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 Appendix B. Worksheet: OSCE Budget

Budget items to consider Amount needed In kind Cost/learner

SPs—training and OSCE 

performance

Check for local rates; costs 
vary depending on location 
and simulation task. Factor 
early arrival and debriefing/
de-roling time into payment.

$___ /hour x
____ SPs x
____ hours (training + OSCE 
sessions)
= _____

Faculty observers (feedback 
and prebrief/debrief)

Medical supplies

Does not need to be sterile, 
but should be authentic

Office supplies

Printing paper evaluation 
forms, pens

Refreshments for learners, 

SPs, and faculty

Recording equipment

Data entry and report 

assembly (individual learner 
data and aggregate program 
data)
May be performed Learning 
Management System or staff

Data analysis

Faculty/staff with statistical 
analysis capabilities are vital 
for scholarship and 
longitudinal tracking

Other (i.e. Space)

Total
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 Appendix C. Worksheet: Breakdown of OSCE 
Responsibilities

 OSCE project name: Date:

Tasks Individuals involved Deadlines

Initial planning

3–4 months before the 
OSCE

Decide on format (e.g., time frame, modality, number of stations)

Create a blueprint (identify competencies to be assessed)

Identify appropriate OSCE location (stations and assembly rooms) or 
online platform

Recruit staff (for administrative tasks, monitoring, time keeping)

Communicate with learners (provide dates/times, explain format and 
procedure)

Clarify and negotiate budget (e.g., SP costs, refreshments)

Consider videotaping and arrange for set-up

Decide on what stations to maintain from previous OSCEs/develop 
new/import from station banks

Decide on SP/rate recruitment and schedule

Station/material preparations

1 week–3 months before the 
OSCE

Determine SP payment process

Make room arrangements and/or determine online platforms

Recruit faculty for pre-brief, debrief and observation

Prepare station materials (i.e., develop new ones, adapt old ones if 
appropriate)

Recruit SPs

Prepare faculty (e.g., circulate station/format information, feedback 
training)

Prepare props (e.g., fake pill bottles, charts)

Train SPs

General on-site and/or online Preparations

1–2 weeks before the OSCE Order supplies (e.g., paper, folders)

Assign SPs, faculty and learners (create assignment sheets)

Develop rotation schedules (i.e., matrix of learners, rotations and 
stations; if online it will be useful to include pictures of learners to 
double check that the right person is in the right station)

Prepare invoices and necessary paperwork for SP payment

Print station materials

Prepare name tags/labels for learners (assign numbers to learners)

Prepare signs (e.g., station numbers, arrows to signal flow)

Orient hall monitors and timekeepers

Practice walk-through

(continued)
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 OSCE project name: Date:

Tasks Individuals involved Deadlines

OSCE administration

Day of the OSCE Prepare stations and assembly rooms (e.g., signs, station materials, 
refreshments) or set up breakout rooms on online platform (e.g., 
stations, SP, faculty and learner assembly rooms, orientation and 
debriefing rooms)

Assign substitutes (if necessary)

Orient faculty, SPs, and other personnel (in-person and/or online)

Position faculty, SP, hall monitors, timekeepers (in-person and/or 
online)

Orient learners (in-person and/or online)

Guide learners to individual starting stations

Time stations and make announcements (start, feedback, station 
changes, end of OSCE)

Manage emergencies (e.g., equipment/Wi-Fi breakdown)

Assure smooth changeovers of SPs, faculty, learners (in-person and/or 
online)

Assemble learners for the OSCE group debriefing (include faculty if 
possible)

Assemble SPs for debriefing and de-rolling

Collect and count all forms (check completions if submitted online)

Clean up stations and assembly rooms

Post-OSCE tasks

Days to weeks after OSCE Debrief with organizers (if possible, include timekeepers, SP trainers 
and others involved in the administration)

Sort out forms (in-person and/or online)

Ensure timely SP payment

Enter data and evaluation results if not completed through an 
electronic Learning Management System

Analyze data

Report evaluation data (e.g., report cards)

Report on experience internally and externally (e.g., presentations, 
articles)
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 Appendix D. Worksheet: OSCE Blueprint
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 Appendix E. Template Materials for OSCE Case/
Station Development

Template for developing materials for an OSCE station: sta-

tion overview, participant instructions, and SP instructions.

Station Overview: Case/Station Name

Development date

Station developer(s) and contact information

Learners

(intended and potential)

Objectives To test learners’ ability to:
1.
2.
3.
4.

Logistics Personnel:

Forms: • Resident instructions
• SP instructions
• SP rating form
• Faculty rating form

Room requirements/
resources:

• 
• 
• 

Participant Instructions: Case/Station Name

Patient

information

Name:
Age:
Occupation:

Reason for encounter

Background • 
• 
• 
• 
• 

Your role

Your tasks • 
• 
• (Indicate if a physical exam is expected)

SP Instructions: Case/Station Name

Scenario Your name is … (How did the current encounter come about?)

History of present illness Chief complaint: (Reason for visit)

Where (Location and radiation of symptom)

When (When it began, fluctuation over time, duration)

Quality (What it feels like)

Quantity (Intensity, extent, degree of disability)

Aggravating/alleviating factors (What makes it better/worse)

Associated symptoms (Other manifestations)

Beliefs (What does the patient think is wrong)

(continued)
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SP Instructions: Case/Station Name

Current life situation (Where does patient live/work, …)

Personality (Key emotional tone and approach to responses)

Past medical

history

(Past illnesses including surgical or psychiatric conditions)

Family medical history (Past medical, surgical, and/or psychiatric conditions relevant for the case)

Medications (List with quantity if relevant)

Allergies (List)

Social history (e.g., smoking, drugs, alcohol, diet, exercise)
____________________________________________________________

Encounter

beginning

(What SP should do at the beginning of the encounter, opening statement)

Middle (How the SP should respond with information and emotionally given various learner approaches)

End

(2-minute warning)

(How the SP should allow the learner to close the encounter)

Physical exam (How the SP should react to relevant physical exam maneuvers, what the participant will be looking for)
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 Appendix F. Worksheet: SP Rating Form 
Development (OSCE)

The following checklist template can be adapted for any case 

by adding case-specific items and anchors and removing any 

non-applicable sections (e.g., physical exam).

[place participant ID here] 
Case name: _______________

SP Name:
 

 Communication

Information gathering Not done Partially done Well done Comments

Elicited your responses using 
appropriate questions:
 • No leading questions
 • Only 1 question at a time

Impeded story by asking 
leading/judgmental questions 
AND more than one question 
at a time

Used leading/judgmental 
questions OR asked more 
than one question at a time

Asked questions one at a 
time without leading patient 
in their responses

Clarified information by 
repeating to make sure he/she 
understood you on an ongoing 
basis

Did not clarify (did not repeat 
back to you the information 
you provided)

Repeated information you 
provided but did not give 
you a chance to indicate if 
accurate

Repeated information and 
directly invited you to 
indicate whether accurate

Allowed you to talk without 

interrupting

Interrupted Did not interrupt directly 
BUT cut responses short by 
not giving enough time

Did not interrupt AND 
allowed time to express 
thoughts fully

Relationship development Not done Partially done Well done Comments

Communicated concern or 
intention to help

Did not communicate 
intention to help/concern via 
words or actions

Words OR actions conveyed 
intention to help/concern

Actions AND words 
conveyed intention to help/
concern

Nonverbal behavior enriched 
communication (e.g., eye 
contact, posture)

Nonverbal behavior was 
negative OR interfered with 
communication

Nonverbal behavior 
demonstrated attentiveness

Nonverbal behavior 
facilitated effective 
communication

Acknowledged emotions/

feelings appropriately
DID NOT acknowledge 
emotions/feelings

Acknowledged emotions/
feelings

Acknowledged and 
responded to emotions/
feelings in ways that made 
you feel better

Was accepting/

nonjudgmental

Made judgmental comments 
OR facial expressions

Did not express judgment 
but did not demonstrate 
respect

Made comments and 
expressions that 
demonstrated respect

Used words you understood 
and/or explained jargon

Consistently used jargon 
WITHOUT further 
explanation

Sometimes used jargon AND 
did not explain it

Explained jargon when used 
OR avoided jargon 
completely
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Patient education and 

counseling

Not done Partially done Well done Comments

Asked questions to see what 
you understood (check your 
understanding)

Did not check for 
understanding

Asked if patient had any 
questions BUT did not check 
for understanding

Assessed understanding by 
checking in throughout the 
encounter

Provided clear explanations/
information

Gave confusing OR no 
explanations which made it 
impossible to understand 
information

Information was somewhat 
clear BUT still led to some 
difficulty in understanding

Provided small bits of 
information at a time AND 
summarized to ensure 
understanding

Collaborated with you in 
identifying possible next steps/
plan

Told patient next steps/plan Told patient next steps 
THEN asked patient’s views

Told patient options THEN 
mutually developed a plan of 
action

 Case-Specific Skills

Competency: _______________ Not done Partially done Well done Comments

1.

2.

3.

Competency: _______________ Not done Partially done Well done Comments

1.

2.

3.

Competency: _______________ Not done Partially done Well done Comments

1.

2.

3.

 Physical Exam

Competency: _______________ Not done Partially done Well done Comments

1.

2.

Competency: _______________ Not done Partially done Well done Comments

1.

2.

 Patient Satisfaction

The doctor (resident)…. Not done Partially done Well done Comments

Fully explored my experience of the 

problem (concerns, symptoms, functions, 
feelings, ideas)

Did not explore Explored some aspects of 
my experience but not all

Fully explored major 
aspects of my 
experience

Explored my expectations about visit 
(problem, solution)

Did not explore Partially explored my 
expectations

Fully explored my 
expectations

Took a personal interest in me; treated 
me as a person

Did not see me as a person Viewed me as a person, but 
did not take personal 
interest

Took an active personal 
interest in me

Gave me enough information I was not given anywhere 
close to enough 
information

I was given some 
information, but I still had 
questions

I was given all the 
information I wanted/
needed
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 Patient Activation

This encounter…. Not done Partially done Well done Comments

This encounter helped me to 
understand the nature and causes 
of my problem

Did not help me 
understand

Helped me understand some 
things but not everything

Helped me fully understand what 
happened

After the encounter, I knew and 

understood the different medical 

treatment options available

I did not find out 
about treatment 
options

I found out about some of the 
treatment options

I found out about all of the 
relevant treatment options

This visit made me feel confident I 

can keep my problem interfering 
too much with my life

Did not affect my 
confidence

Helped me feel more confident 
that I could keep my health 
problem from interfering w/ life

Helped me feel very confident 
that I could keep my health 
problem from interfering w/ life

Because of this encounter, I am 

confident I can figure out 

solutions if something new comes 
up

Did not affect my 
confidence

Helped me feel somewhat 
confident that I could deal with 
new issues

Helped me feel quite confident 
that I could deal with new issues

Would you recommend this doctor to a friend or fam-

ily member for his/her….?

Communication skills: Not

recommend

Recommend with reservations Recommend Highly

recommend

Overall, how would you rate this doctor’s 

professionalism?

Not at all professional Somewhat professional Professional Very professional

Professionalism Most of the following

  • Disrespectful
  • Not compassionate
  • Not accountable
  •  Not sensitive/responsive 

to my needs/situation

A few of the following

  • Disrespectful
  • Not compassionate
  • Not accountable
  •  Not sensitive/responsive 

to my needs/situation

3 of the following

  • Respectful
  • Compassionate
  • Accountable
  •  Sensitive/responsive to 

my needs/situation

All of the following

   • Respectful
   • Compassionate
   • Accountable
   •  Sensitive/responsive to 

my needs/situation

SPECIFIC (< 1 min) FEEDBACK:

COMMENTS (additional remarks, factors affecting your score, impressions)
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 Appendix G. Sample OSCE Case Materials: Medical 
Error Disclosure

Station overview, participant (resident) instructions, and SP 

instructions for the “Medical Error Disclosure” case are 

included below.

Station Overview: Medical Error Disclosure

Development date April 1, 2012 (updated, 2022)

Station developers S. Zabar, E. Kachur, K. Hanley, A. Kalet

Learners

(intended and potential)

General Internal Medicine residents
Also suitable for: Medicine residents, medical students

Objectives To test learners’ ability to:
   1. Admit an error has been made
   2. Express empathy
   3. Address patient concerns surrounding an error
   4. Reestablish rapport

Logistics Personnel: Standardized patient, male, early forties, dressed in street 
clothing (casual), sitting in chair.

Room requirements/ resources: • 2 chairs
• Medical equipment—None
• Other props—None

Resident Instructions: Medical Error Disclosure

Patient

information

Name: John McCoy
Age: 42
Marital status: Single, never married
Occupation: Musician/waiter

Reason for encounter Patient initiated visit for recent onset of tiredness and frequent urination

Background •  4 months ago, you saw this patient in clinic for a check-up. He had no complaints. You performed a 
complete history and physical.

• His FMH was significant for diabetes and high cholesterol.
•  At the last visit, you ordered electrolytes and cholesterol and told him to make a follow-up appointment 

to review his labs 2 weeks later. He cancelled the appointment.
•  As you review his EMR before the visit, you notice his sugar was 190 on the lab work you ordered 

4 months ago. There is nothing in the record to suggest that you responded to this abnormality.
• Today, he presents complaining of fatigue, excessive urination, and thirst.
• His finger stick is 250 and urine dip has glucose.

Your role Resident on ambulatory care rotation

Your tasks • Explain the follow-up error
• Explore the patient’s current problem
• Develop a plan
• DO NOT CONDUCT A PHYSICAL EXAM
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(continued)

SP Instructions: Medical Error Disclosure

Scenario Your name is John McCoy. You are 42 years old and single. You are a jazz pianist but have been waiting tables in order to 
make ends meet.

Four months ago, you came to the clinic for the first time. You realized that you had not been to a doctor for a while and 
should have a check-up. Your mom has diabetes and takes tons of medications, and your father has high cholesterol and is 
crazy about what he eats. While you keep a pretty healthy lifestyle in terms of diet and exercise and consider yourself too 
young to have problems, you thought your family history might put you at risk so you decided to get checked out.

You liked the doctor you saw the last time you were here. You felt they listened and took your concerns seriously. They 
ordered tests to check your sugar and cholesterol. You got your blood drawn fasting (as the doctor requested) and made a 
follow-up appointment. Unfortunately, you had to cancel it at the last minute because of an unexpected music gig (these 
don’t come across as often as you’d like). When you called to cancel, the computer system was down, and the receptionist 
said that you would have to call back. When you called again later, you got a busy signal and gave up trying to get through. 
No one from the clinic called you back to reschedule, so you figured that the results must have been fine anyway.

About 2 weeks ago you started to feel really exhausted. You noticed that you were constantly thirsty and going to the 
bathroom a lot. You started to keep a plastic liter bottle of water with you at all times and needing to refill it frequently. You 
are urinating constantly, at high volume but without any associated pain. It seems like all of your clothes are little loose and 
you wonder whether you’ve also lost a few pounds (you are of medium build; your weight is usually steady).

You have now missed several days of work because the constant bathroom runs were really disruptive to your work in the 
restaurant. You had someone cover for you at your job, but you were afraid that you would not get your day shift back. 
Yesterday, you decided to work anyway even though you seem to be running to the bathroom every 10 min. By the end of the 
day, you were totally exhausted and anxious.

For the last 4 days you have been calling the clinic daily trying to make an appointment with the same physician you saw the 
last time. Finally, today, the doctor is able to see you. You are feeling exhausted, a little worried about what is wrong with 
you and frustrated with the clinic appointment system. Today you’ve already had to wait more than an hour before getting to 
see the doctor. You are expected at your job shortly.

History of 

present 

illness

Chief complaint: Tiredness, frequent urination

Where General exhaustion

When Problem started about 2 weeks ago, you are going to the bathroom every 
10 minutes, waking frequently at night

Quality Exhausted due to lack of sleep. No pain on urination.

Quantity High volume urination

Aggravating/alleviating factors None

Associated symptoms Increased thirst, possible weight loss, no fever

Beliefs Fear it may be diabetes like your mother has

Current life 

situation

You moved to New York City when you were 20 and have been living with a roommate in the East Village for the last 
10 years. You have never been married and have no children, but you have had a number of steady girlfriends and are usually 
in a relationship. Your parents live in Ohio, as does your 2-year younger brother, who is married.

You work as a waiter at the Café Wha and intermittently play jazz piano with various local groups. You are still hoping to 
make it as a pianist, but it hasn’t worked out that well so far. Your financial situation is slightly unstable which can put you on 
edge at times.

Over the last few months, nothing much has changed in your life. You job has been as stressful as always. No changes in 
your diet or exercise. You have recently started to become worried that you might have diabetes.

Personality You tend to be a little dramatic. When you are happy, you are very upbeat, and when you are upset, you can get quite angry, 
raising your voice (although not shouting or swearing).

Past medical

history

Common childhood diseases and colds—otherwise unremarkable.
No past surgical or psychiatric history.

Family 

medical 

history

Your mother has had diabetes for about 15 years (you think she was diagnosed at age 45). You know that it has been getting 
worse and fear that she does not take great care of herself.

You father has high cholesterol and obsessed with his health. He is always on a special diet and cooks all his own food. In 
your opinion, your parents have a strange relationship, but it seems to work for them.

Medications None

Allergies None

Social 

history

You do not smoke and do not use recreational drugs. You drink alcohol at least three times per week, usually having two to 
three drinks each time.

You are sexually active (using condoms for protection) with a girlfriend whom you have had for the past 6 months.

Normally, you eat and sleeping well (when work allows) and stay active by going to the gym occasionally. Of course, your 
restaurant job also keeps you moving constantly.
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SP Instructions: Medical Error Disclosure

Encounter

beginning

When the resident enters the room, you are sitting in a chair in the exam room talking to a waiter colleague on a cell 
phone, trying to get someone to cover for you as you may be late for work today since you are still at the doctor’s office. You 
are upset, interrupting the person on the other end of the phone line, and end the conversation about 20 seconds after the 
resident enters the room. When you hang up, you are still upset about having to miss work although you are glad to finally 
see the physician again. You express some frustration about not getting an appointment sooner, waiting so long in the waiting 
room which results in more work problems and never hearing back about the test results.

If asked in an open-ended way why you are here, state: “I’m feeling really awful, I am peeing all the time, and I never 
found out what my blood tests showed.”

Provide details about your current state as indicated above.

How have you been before problem started?—“Fine, I guess. I have been busy at work and trying to get as many music gigs 
as I can. Maybe I was a little thirsty. I think I lost a few pounds, but who pays attention. I don’t really keep regular hours.”

Middle If/when you are told a mistake was made (i.e., the fasting blood tests you did 4 months ago showed you had diabetes, all 
other labs were normal), regardless of where it occurs in the interview, take a moment to let it set in and then respond with 
anger. Raise your voice (but don’t shout), look the resident straight in the eye and state: “So I had diabetes 4 months ago? 
Why didn’t anyone call me? Is this what is going on now?” and “Could we have avoided all this? What’s going on here? I 
had to miss days of work because of this! Will there be any long-term damage because you did not catch this earlier? You 
mean I could have been dying, and no one would have told me my blood sugar was high unless I came here. Aren’t there 
systems to contact patients with abnormal tests? I assumed no news was good news.”

When you realize the long-term damage will be nil or minimal, you become a little less agitated but state in a frustrated 
way: “Why did this happen? What if this was something really serious? I mean, my God, does this happen here all the time? 
There is something wrong with the system here!”

If the resident remains apologetic and nonconfrontational, you calm down a little and ask: “Well, when can I go back to 
work? How am I going to get better?”

If the resident acknowledges that a mistake was made, but then becomes defensive, does not empathize, or say they are 
sorry or makes up a bizarre story, get more upset: “I mean, me missing work today would have been totally unnecessary 
right? If you guys actually did your job, I wouldn’t have had to get so sick. I knew I shouldn’t have come to this clinic.” If 
the resident blames you for not rescheduling explain that when you called to cancel the computer system was down and no 
one contacted you when it was up again. Thus, you surmised that it was not so important.

Ongoing: If the Resident is empathic/truthful/straightforward, become more and more calm. If the Resident is defensive or 
evasive, become more and more upset/angry.

End

(2-minute 

warning)

Regardless of resident’s reactions, calm down a bit and stop additional questions about how this happened to allow the 
interviewer close down the encounter. State: “Well, so I have diabetes. Now what?”

If the resident is acting appropriately, you calm down in response to the effective interventions. If the resident acted 
inappropriately, mention that you intend to take up the problem with someone else. Cross your arms and avoid eye contact 
but stop making angry comments.
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 Appendix H. Sample SP Rating Form (OSCE)

The following is an SP checklist for the “Medical Error 

Disclosure” case found above in Appendix G.

Resident

ID # 

Medical Error Disclosure

SP Name:
 

 Communication

Information gathering Not done Partially done Well done Comments

Elicited your responses using 
appropriate questions:
   • No leading questions
   • Only 1 question at a time

Impeded story by asking 
leading/judgmental 
questions AND more than 
one question at a time

Used leading/judgmental 
questions OR asked more 
than one question at a time

Asked questions one at a 
time without leading 
patient in their responses

Clarified information by 
repeating to make sure he/she 
understood you on an ongoing 
basis

Did not clarify (did not 
repeat back to you the 
information you provided)

Repeated information you 
provided but did not give 
you a chance to indicate if 
accurate

Repeated information 
and directly invited you 
to indicate whether 
accurate

Allowed you to talk without 

interrupting

Interrupted Did not interrupt directly 
BUT cut responses short 
by not giving enough time

Did not interrupt AND 
allowed time to express 
thoughts fully

Relationship development Not done Partially done Well done Comments

Communicated concern or 
intention to help

Did not communicate 
intention to help/concern 
via words or actions

Words OR actions 
conveyed intention to help/
concern

Actions AND words 
conveyed intention to 
help/concern

Nonverbal behavior enriched 
communication (e.g., eye contact, 
posture)

Nonverbal behavior was 
negative OR interfered 
with communication

Nonverbal behavior 
demonstrated attentiveness

Nonverbal behavior 
facilitated effective 
communication

Acknowledged emotions/feelings 
appropriately

DID NOT acknowledge 
emotions/feelings

Acknowledged emotions/
feelings

Acknowledged and 
responded to emotions/
feelings in ways that 
made you feel better

Was accepting/nonjudgmental Made judgmental 
comments OR facial 
expressions

Did not express judgment 
but did not demonstrate 
respect

Made comments and 
expressions that 
demonstrated respect

Used words you understood and/or 
explained jargon

Consistently used jargon 
WITHOUT further 
explanation

Sometimes used jargon 
AND did not explain it

Explained jargon when 
used OR avoided jargon 
completely

Patient education and counseling Not done Partially done Well done Comments

Asked questions to see what you 
understood (check your 
understanding)

Did not check for 
understanding

Asked if patient had any 
questions BUT did not 
check for understanding

Assessed understanding 
by checking in 
throughout the encounter

(continued)
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(continued)

Provided clear explanations/
information

Gave confusing OR no 
explanations which made it 
impossible to understand 
information

Information was somewhat 
clear BUT still led to some 
difficulty in understanding

Provided small bits of 
information at a time 
AND summarized to 
ensure understanding

Collaborated with you in 
identifying possible next steps/plan

Told patient next steps/
plan

Told patient next steps 
THEN asked patient’s 
views

Told patient options 
THEN mutually 
developed a plan of 
action

 Case-Specific Skills

Delivering bad news Not done Partially done Well done Comments

Prepared you to receive 
the news:
   •  Entered room prepared 

to deliver news
   •  Ensured sufficient 

time and privacy

Entered room in a manner 
unfitting the news AND 
physically situated self far 
away

Entered room in a manner 
unfitting the news OR 
physically situated him/herself 
far from you

Entered room in a manner 
befitting the news AND 
physically situated him/
herself close to you

Gave a warning shot (e.g., 
“I have some bad news for 
you…”)

No warning shot Attempted to deliver warning 
shot, BUT did so 
inappropriately (did not pause 
for your assent OR warning 
shot too long)

Gave you a well-timed 
warning shot

Gave you opportunity to 

respond:

   •  Remained sensitive to 
your venting of shock, 
anger, disbelief, 
accusations

   •  Attended to your 
emotions before 
moving on

Responded inappropriately 
to your emotional reaction 
(no opportunity to vent, cut 
you off, became defensive)

Allowed you to emotionally 
respond (vent) BUT did not 
address/acknowledge response 
before moving on

Allowed you to express 
your feelings, fully giving 
you the feeling you were 
being listened to before 
moving on

Directly asked what you 

are feeling: “What are you 
thinking/feeling?”

Did not ask specifically 
“What are you thinking/
feeling?”

Acknowledged your feelings 
(e.g., “I see that you are 
upset…”) BUT did not ask 
you to name your emotions

Specifically asked you 
“What are you thinking/
feeling?”

Managing a difficult 

situation

Not done Partially done Well done Comments

Avoided assigning blame Became defensive/ 
argumentative AND 
assigned blame to a person/
department

Became defensive/ 
argumentative OR assigned 
blame to a person/department

Remained calm AND did 
not mention blame 
someone else

Maintained 
professionalism by 
controlling emotions

Unable to control emotions, 
became dismissive, 
defensive or/and 
condescending

Attempted to control emotions 
(e.g., only somewhat 
dismissive, defensive or 
condescending)

Maintained high level of 
professionalism, no 
defensiveness, anger, 
frustration

Disclosure and 

accountability

Not done Partially done Well done Comments

Disclosed error

   •  Direct (used the words 
“error” or “mistake”)

   • Prompt disclosure

Did not directly disclose the 
error (there was a 
“problem”) NOR was the 
explanation upfront

Did not directly disclose the 
error (there was a “problem”) 
OR directly disclosed late in 
the interview

Directly disclosed the error 
upfront

Personally apologized for 
the error (“I am sorry that 
this happened”)

Did not apologize for error 
NOR for the inconvenience 
it caused you

Apologized for the error OR 
for the inconvenience it 
caused you

Apologized for the error 
AND for the inconvenience 
it caused you

Shared the cause of the 

error (i.e., explained 
issues with system)

Did not acknowledge issues 
with system

Acknowledged issue with 
system
BUT was dismissive/ 
condescending

Acknowledged issue with 
system AND was genuine 
in addressing it
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Would you recommend this doctor to a friend or fam-

ily member for his/her….?

Communication skills: Not

recommend

Recommend with 

reservations

Recommend Highly

recommend

Medical competence: Not

recommend

Recommend with 

reservations

Recommend Highly

recommend

Took responsibility for 
situation

Took no personal 
responsibility for your 
present situation (e.g., 
assigns your problem to 
other person/department)

Took a general responsibility 
as part of the department for 
your present situation

Took a personal 
responsibility for your 
situation (“I will…)

Identified future 
preventive strategies to 
prevent situation from 
happening again

Did not address how 
situation would be 
prevented in future

Made general suggestion for 
improvement (e.g., “We’ll 
look into it,” “I’ll make a note 
of it to my Attending”)

Offered specific strategies 
for potential improvement 
of system

 Patient Satisfaction

The doctor (resident)…. Not done Partially done Well done Comments

Fully explored my 
experience of the 

problem (concerns, 
symptoms, functions, 
feelings, ideas)

Did not explore Explored some aspects of 
my experience but not all

Fully explored major aspects 
of my experience

Explored my expectations 

about visit (problem, 
solution)

Did not explore Partially explored my 
expectations

Fully explored my 
expectations

Took a personal interest 
in me; treated me as a 
person

Did not see me as a 
person

Viewed me as a person, 
but did not take personal 
interest

Took an active personal 
interest in me

Gave me enough 

information

I was not given 
anywhere close to 
enough information

I was given some 
information but I still had 
questions

I was given all the 
information I wanted/needed

 Patient Activation

This encounter…. Not done Partially done Well done Comments

This encounter helped me to 
understand the nature and 

causes of my problem

Did not help me 
understand

Helped me understand 
some things but not 
everything

Helped me fully 
understand what 
happened

After the encounter, I knew 

and understood the 

different medical 

treatment options 

available

I did not find out about 
treatment options

I found out about some 
of the treatment options

I found out about all of 
the relevant treatment 
options

This visit made me feel 
confident I can keep my 

problem interfering too 
much with my life

Did not affect my 
confidence

Helped me feel more 
confident that I could 
keep my health problem 
from interfering w/ life

Helped me feel very 
confident that I could 
keep my health problem 
from interfering w/ life

Because of this encounter, I 

am confident I can figure 

out solutions if something 

new comes up

Did not affect my 
confidence

Helped me feel 
somewhat confident that I 
could deal with new 
issues

Helped me feel quite 
confident that I could 
deal with new issues
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Overall, how would you rate this doctor’s professionalism?

Not at All professional Somewhat professional Professional Very professional

Professionalism Most of the following

   • Disrespectful
   • Not compassionate
   • Not accountable
   •  Not sensitive/

responsive to my 
needs/situation

A few of the following

   • Disrespectful
   • Not compassionate
   • Not accountable
   •  Not sensitive/

responsive to my 
needs/situation

3 of the following

   • Respectful
   • Compassionate
   • Accountable
   •  Sensitive/responsive to 

my needs/situation

All of the following

   • Respectful
   • Compassionate
   • Accountable
   • Sensitive/responsive to 

my needs/situation

SPECIFIC (< 1 min) FEEDBACK:

COMMENTS (additional remarks, factors affecting your score, impressions)
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 Appendix I. Sample Faculty Rating Form

The following form (details tailored to the “Medical Error 

Disclosure” case, Appendix G) is intended to assist faculty 

observers in evaluating OSCE participant (resident, in this 

case) performance.

 Communication

Information gathering Does not meet

expectations

Meets expectations Exceeds expectations Comments

1.  Elicited patient responses using appropriate questions (no leading questions, only 1 
question at a time).

2.  Clarified information by repeating to make sure he/she understood patient on an 
ongoing basis.

3. Allowed patient to talk without interrupting.

Relationship development Does not meet

expectations

Meets expectations Exceeds expectations Comments

1. Communicated concern or intention to help.
2. Nonverbal behavior enriched communication (eye contact, posture).
3. Acknowledged emotions/feelings appropriately.
4. Was accepting/nonjudgmental.
5. Used words patient understood and/or explained jargon.

Patient education and 

counseling

Does not meet

expectations

Meets expectations Exceeds expectations Comments

1. Asked questions to see what patient understood (checked for understanding).
2. Provided clear explanations/information.
3. Collaborated with patient in identifying possible next steps/plan.

 Case-Specific Skills 

Disclosing error Does not meet

expectations

Meets expectations Exceeds expectations Comments

1.  Used “breaking bad news format”, i.e., prepared patient, gave warning shot, was 
unambiguous in delivery, gave patient an opportunity to respond.

2.  Was prompt and direct with disclosure (“I made a mistake”), personally apologized, 
and took responsibility for next steps.

3.  Shared cause of error, and let patient know what would be done to prevent error 
from happening again.
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Managing a difficult 

situation

Does not meet

expectations

Meets expectations Exceeds expectations Comments

1. Maintained professional composure and controlled emotions.
2. Avoided assigning blame—to someone else within “the system” or to the patient.

Based on the resident’s performance in this case, how much supervision would the resident need to handle this case 

in actual practice (based on Entrustable Professional Activity rating):

Faculty “entrustment” 

rating*

Requires direct 

supervision (i.e., 

supervisor present)

1

Requires indirect 

supervision (i.e., 

preparing ahead with 

supervisor)

2

Ready for unsupervised 

practice

3

Can supervise others

4

Comments

*This item will be the only item collected for assessment

Additional Comments:
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 Appendix J. Worksheet: OSCE Participant Rotation 
Schedule

This worksheet includes rotation timeslots (columns) for 

ten participants in an eight-station OSCE including two 

rest stations. To complete the schedule, first fill in the 

names of the participants in the left-hand column. Add the 

start times of each rotation across the top blank row (i.e., if 

the OSCE begins at 1:00  pm and each learner spends 

18  minutes at each station, you would write 1:00  pm, 

1:18 pm, 1:36 pm, etc. For the first learner, write the sta-

tion numbers in order (i.e., 1–4, rest, 5–8, rest). Do the 

same with the next row, except shift the order of the sta-

tions by one (i.e., begin with rest and end with station #8), 

and continue completing the table in this manner until all 

the rows are filled. Refer to Table 2.18 for a sample com-

pleted schedule.

Date:
Brief orientation from: _________.
Each learner has ___ encounters and ___ rest stops.
Last encounter ends at ______. Faculty and resident debrief from: ______.

Timing

Learner name

1 2 3 4 Rest 5 6 7 8 Rest

Rest 1 2 3 4 Rest 5 6 7 8

8 Rest 1 2 3 4 Rest 5 6 7

7 8 Rest 1 2 3 4 Rest 5 6

6 7 8 Rest 1 2 3 4 Rest 5

5 6 7 8 Rest 1 2 3 4 Rest

Rest 5 6 7 8 Rest 1 2 3 4

4 Rest 5 6 7 8 Rest 1 2 3

3 4 Rest 5 6 7 8 Rest 1 2

2 3 4 Rest 5 6 7 8 Rest 1
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 Appendix K. Survey: Participant Evaluation of OSCE 
Experience (designed for a residency OSCE; 
PGY = post-graduate year)

Please indicate your response to each of the questions listed 

in the columns:

How much exposure 
have you had to 

similar cases?

How difficult was 

this case for you?

How much did you 
learn from doing this 

case?

How would you rate your 
overall performance in this 

case?

Station

# Case Name None Some

A 

lot

Too 

easy

Just 

right

Too 

hard Nothing Some

A 

lot Poor Fair Good

Excel-

lent

What 

did you 

think 

was the 

point of 

this 

case?

1 □ □ □ □ □ □ □ □ □ □ □ □ □

2 □ □ □ □ □ □ □ □ □ □ □ □ □

3 □ □ □ □ □ □ □ □ □ □ □ □ □

4 □ □ □ □ □ □ □ □ □ □ □ □ □

5 □ □ □ □ □ □ □ □ □ □ □ □ □

6 □ □ □ □ □ □ □ □ □ □ □ □ □

7 □ □ □ □ □ □ □ □ □ □ □ □ □

8 □ □ □ □ □ □ □ □ □ □ □ □ □

Please indicate how much you agree or disagree with each 

of the items below:

In general, this OSCE…

Strongly

disagree

Somewhat

disagree

Somewhat

agree

Strongly

agree

1 Helped me identify my 
strengths and areas I need to 
improve

□ □ □ □

2 Stimulated me so that I’ll go 
and learn more about some of 
the topics covered

□ □ □ □

3 Taught me something new □ □ □ □

4 Provided me with valuable 
feedback

□ □ □ □

5 Was a lot like real-life clinical 
encounters

□ □ □ □

6 Evaluated my skills fairly □ □ □ □

7 Was enjoyable □ □ □ □

8 Provided a good cross section 
of general medicine

□ □ □ □

9 Was an experience I would like 
to have again

□ □ □ □
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For PGY2s and PGY3s Only

If you’ve completed this OSCE before…

Comments

How well did you do on 
this OSCE compared with 
the previous one(s)?

I did much 
worse on this 
OSCE
□

About the
same
□

I did much 
better on this 
OSCE
□

Not

applicable

□

We welcome any comments, feedback, and sugges-

tions—about the OSCE, the Standardized Patients, the 

whole process…
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 Appendix L. Survey: Rater Evaluation of OSCE 
Experience (designed for General Internal Medicine 
observers in a residency OSCE, usually faculty 
observer)

Please indicate your response to each of the questions listed 

in the columns:

How difficult was 

this case for the 

residents?

How much will 

residents learn

from this case?

How well did the 

SP portray this 

case?

Overall, how well did the 

residents (as a group) perform in 

this case?

Case

#

Case Too 

easy

Just 

right

Too 

hard

Nothing Some A 

lot

Not 

well

O.K. Very 

well

Poor Fair Good Excellent What was most 

surprising about 

the residents’ 

performance?

□ □ □ □ □ □ □ □ □ □ □ □ □

□ □ □ □ □ □ □ □ □ □ □ □ □

Please indicate how much you agree or disagree with each 

of the items below:

In general, this OSCE…

Strongly

disagree

Somewhat

disagree

Somewhat

agree

Strongly

agree

1 Helped residents identify 
their strengths and areas they 
need to improve

□ □ □ □

2 Stimulated residents to learn 
more about some of the 
topics covered

□ □ □ □

3 Taught residents something 
new

□ □ □ □

4 Provided residents with 
valuable feedback

□ □ □ □

5 Provided me with new 
information about residents’ 
performance level

□ □ □ □

6 Gave me some new ideas for 
teaching

□ □ □ □

7 Was a lot like real-life 
clinical encounters

□ □ □ □

8 Evaluated residents’ skills 
fairly

□ □ □ □

9 Was enjoyable □ □ □ □

10 Provided a good cross 
section of general medicine

□ □ □ □

11 Was an experience I, as 
faculty, would like to have 
again

□ □ □ □
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We welcome comments, feedback, and suggestions—

about the OSCE, the rating form, the SPs, the whole 

process….

Comments:  

 

Appendix L. Survey: Rater Evaluation of OSCE Experience (designed for General...



213© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
S. Zabar et al. (eds.), Objective Structured Clinical Examinations, https://doi.org/10.1007/978-3-031-88752-9

 Appendix M. Survey: SP Evaluation of OSCE 
Experience

Please indicate your response to each of the questions listed 

in the columns:

How difficult was this 

case for the 

participants?

How much will 

participants learn from 

this case?

Overall, how well did the participants 

(as a group) perform in this case?

What was most 

surprising about 

the participants’ 

performance?

Case

#

Case Too 

easy

Just 

right

Too 

hard

Nothing Some A 

lot

Poor Fair Good Excellent

□ □ □ □ □ □ □ □ □ □

Were there any consistent problems with using the check-

list? Items that didn’t seem to work? Aspects of the partici-

pants’ performance that weren’t reflected?

Was there anything about your character that didn’t work? 

Were there any questions asked that you felt unprepared for?

Did any of the participants say or do anything that you felt 

unprepared to handle?

How did it go giving feedback? Any problems? Any high-

lights? Suggestions for improvement?

Is there anything that we can do to better prepare you? 

(Portraying the case, rating performance, giving feedback, 

staying alert?)

https://doi.org/10.1007/978-3-031-88752-9#DOI


215© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
S. Zabar et al. (eds.), Objective Structured Clinical Examinations, https://doi.org/10.1007/978-3-031-88752-9

 Appendix N. Sample USP Case

Included below are SP instructions for the “Trouble 

Breathing/Asthma” USP case, designed to evaluate resident 

physician performance and the clinical microsystem in a pri-

mary care outpatient setting. Highlighted case details are 

varied each visit to minimize USP detectability.

 SP Instructions: Trouble Breathing/Asthma

Scenario You are a 23–26-year-old female with a history of asthma. You’ve been living in New York City a little over a year.

You came into the clinic today because your asthma has been much worse in the last week. This past week you’ve been up a 
lot at night because of trouble breathing and twice had to use your inhaler three times in one night. You knew this was bad, 
that you shouldn’t be using it so much.

You’ve had asthma since you were a little kid, but it’s never been that bad. Usually, it only affected you when you had a cold, 
and it never stopped you from doing anything. When you had a cold, you would cough a lot, but it would get better with an 
inhaler.

When you moved from Baltimore last winter, your asthma started getting much worse. Over the summer it got better, but this 
winter it’s been bad again. If asked if you think the weather is the reason for your increased asthma, you shrug it off with “I 
don’t know, I just know it’s gotten worse.”

You never went to the ER until last winter when you had a bad attack. This winter, you’ve been to the ER (New York 
Downtown Hospital) a total of three times over the past winter.

For the past few months, you have been experiencing a very bad cough (hacking, no phlegm). You also have wheezing, 
shortness of breath (dyspnea), and chest tightness. This happens especially at night, when you go out into the cold or when 
you walk upstairs.

Last week, you had a cold (stuffy, runny nose but no fever) that got better on its own. However, over the last few days your 
breathing has been much worse. Other ways to describe asthma: “chest tightness—when I take a deep breath, my chest hits a 
wall halfway through what would be a normal breath.”

You use an albuterol inhaler which helps your symptoms and another inhaler (it is kind of coral colored—you don’t 
remember the name of it [Flovent]) that you are supposed to take every day (if specifically asked, you are supposed to take it 
twice daily, once in the morning, once at night) but stopped using after two days because “it doesn’t do anything.” You were 
prescribed the coral-colored inhaler at the ER when your asthma first got really bad when you moved to NYC last winter. If 
asked if you still have it, you do—it’s somewhere in your bathroom. You are not aware that the Flovent is a preventive 

medication.

This winter, you’ve found yourself having to use the albuterol inhaler more than usual (until last year you only used it for rare 
attacks), about three times a week. Over the past month, you started using the inhaler once or twice a day. It seems like you 
need to use the inhaler “every time you do anything,” including walking up the subway steps, and light housework. Last 
week, things got even worse and you needed the inhaler three times in one night on two different nights. You don’t really like 
taking the albuterol because even though it helps you breathe better; it makes you anxious and jittery.

(continued)
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History of 

present 

illness

Chief complaint: Difficulty breathing and asthma attacks

Where General respiratory

When Problem has been getting increasingly worse in past 
3 months

Quality Debilitating

Quantity Three attacks in one night at its worst

Aggravating/alleviating factors Aggravating: cold, nighttime, activity, poor air quality; 
Alleviating (temporary): albuterol inhaler

Associated symptoms Hacking cough, wheezing, shortness of breath, low energy

Beliefs You don’t like to consider yourself “sick,” and prefer not to 
take medications or see a doctor at all. However, your worry 
about your job makes you feel like you have to get this 
“taken care of.”

You have not had a regular doctor since moving from home.

Current life 

situation

You live with your boyfriend from home in an apartment in Manhattan (Stuyvesant Town) that belongs to your grandmother, 
who can no longer live on her own and is now living with your family back in Baltimore. You lived at home through college 
and moved to NYC with your boyfriend after graduation.

Your mom is pretty high-strung and she is getting upset that you are sick all the time. You talk on the phone a lot and she is 
worried you are missing too much work.

You work in a restaurant/retail store. You are worried about getting fired because you were home sick a few times over the 
winter, starting when the weather got cold.

Personality You are a quiet and friendly person but a bit intimidated by health care providers.

Past medical 

history

Besides your asthma, you’ve had no medical problems. Never been hospitalized.
You have had all your vaccinations (your mother has the “little yellow book” where these are written down).

Family 

medical 

history

Your parents have no medical problems. You are not aware of anyone else in your family having asthma.

Medications Regular albuterol inhaler, plus “coral-colored” inhaler prescribed at the ER. No previous medications prescribed for asthma.
You have been on birth control (Yaz) for 4 years.

Allergies You don’t have any allergies to medicines. Cats usually bother your asthma; you’ve never had pets. Cigarette smoke also 
makes you cough.

Social 

history

Sexual history You’ve been with your current boyfriend since you were both 
seniors in high school. You had two sexual partners before 
him, and you always use condoms.

Smoking You’ve never smoked, and no one at home or at work 
smokes.

Alcohol/drugs Occasionally you have a beer. No drugs.

Nutrition You eat mostly healthy food. No recent weight gain.

Exercise No exercise besides being on your feet all day at work.

Interview 

challenges 

for resident

Take a focused history concerning asthma symptoms now and over the past year.

Explore patient’s motivation for taking medications (stop coughing, keep up at work, stop going to ER).

Recommend/counsel on using medications regularly and keeping doctor’s appointments.

Encounter 

beginning

State how you’ve been feeling the last few days. If asked about how the problem has been in the past, explain the worsening 
of the condition this week and last winter and how you’ve been to the ER a few times.

Middle If the resident does not ask about how your asthma is affecting you, state that you are missing a lot of work and sleeping 
pretty poorly which makes it hard to have any energy. If asked about this, state you’re actually pretty worried.

If asked about taking medications regularly (not just “when you need them”), you state that you are a little reluctant to do so. 
You actually don’t think the coral-colored inhaler really works since you didn’t feel anything when you used it. You are 
worried about using an inhaler in front of your boss or coworkers because you feel like they will think you are weak and 
sickly, but it is also pretty embarrassing that you can’t run up the stairs without huffing and puffing. You have never seen 
anyone else use an asthma pump. Sometimes you are not sure whether you are using the pump correctly (take out your pump 
at that time to give the physician an opportunity to let you demonstrate how you do it). (We will show you how to do it a little 

wrong.)

If medications are explained and your understanding of them is checked, state that you are willing to take the two daily 
preventive pumps of Flovent. You are motivated to get better because you feel horrible and hate going to the ER. You want to 
be “normal.” You would be willing to see a doctor regularly if you didn’t have to miss work.

If the resident does not come up with a follow-up plan or medication plan, say something like “maybe I’m on the wrong 
medications…”

End You’re pleased about having received more information about your problem. You are an intelligent person, and no one had 
ever explained to you before that the two asthma meds worked in different ways. You are happy about the prospect of getting 
your asthma under control.
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 Appendix O. Sample USP Rating Form

The following resident performance and clinical microsys-

tem checklist (“Trouble Breathing/Asthma” case, Appendix 

N) is completed by the SP after the USP encounter.

Date: Asthma

MD 
Name:

SP Name:

Clinic Team _____

When did you arrive at your appointed clinic area? ______:______ am/pm Comments

When did your visit with the resident begin? ______:______ am/pm

When did your visit end? ______:______ am/pm  

The primary care associate… Comments

1st PCA 2nd PCA (if applicable) 1st PCA 2nd PCA

□ □ Greeted me within a reasonable 
time frame

□ □ Introduced self

□ □ Wore a visible name tag

□ □ Asked me my name

□ □ Asked me my date of birth

□ □ Washed hands before touching 
me

□ □ Measured my height

□ □ Took my blood pressure

□ □ Weighed me

□ □ Screened for depression using the 
PHQ-2

Acknowledged/apologized for any 
delays

1st PCA □ No □ Yes □ NA (no delays)

2nd PCA □ No □ Yes □ NA (No 
Delays)

Was friendly and/or professional 1st PCA □ Rude □ Professional □ Friendly

2nd PCA □ Rude □ Professional □ Friendly

Took care to explain things to me 1st PCA □ No explaining □ Some explaining □ Fully explained

2nd PCA □ No explaining □ Some explaining □ Fully explained

Overall, were you satisfied overall with the way the PCAs treated you? □ Not satisfied □ Somewhat satisfied □ Very satisfied

Comments:
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Experience with clinic

It was easy to navigate through the 
system

□ Not so easy □ Relatively Easy □ Very easy

The team to which I was assigned 
functioned well

□ Problems □ Functioned O.K. □ Functioned Well

Overall, I was treated professionally by 
non-MD staff

□ Not at all professional □ Somewhat professional □ Very professional

Comments:

 Communication Skills

Information Gathering Not done Partially done Well done Comments

Elicited your responses using 
appropriate questions

Asked leading questions 
AND more than one 
question at a time

Used leading 
questions OR asked 
more than one 
question at a time

Asked questions one at 
a time without leading 
you in your response

Managed the narrative flow 
of your story

Not able to elicit your story 
because questions not 
organized logically

Elicited main 
elements of story, but 
illogical order of 
questions disrupted 
flow

Elicited full story by 
asking questions that 
facilitated natural flow 
of story

Clarified information 
throughout by repeating to 
make sure understood you

Did not clarify (did not 
repeat back to you the 
information you provided)

Repeated info you 
provided but did not 
give you a chance to 
indicate accuracy

Repeated info and 
directly invited you to 
indicate accuracy

Allowed you to talk without 

interrupting

Interrupted Did not interrupt BUT 
cut responses short, 
not enough time

Did not interrupt; 
allowed to express 
thoughts fully

Relationship Develop Not done Partially done Well done Comments

Communicated concern or 
intention to help

Did not communicate 
intention to help/concern

Words OR actions 
conveyed intention to 
help/concern

Actions AND words 
conveyed intention to 
help/concern

Nonverbal behavior enriched 
communication (e.g., eye contact, 
posture)

Nonverbal behavior was 
negative OR interfered 
with communication

Nonverbal behavior 
demonstrated 
attentiveness

Nonverbal behavior 
facilitated effective 
communication

Acknowledged emotions/feelings 
appropriately

DID NOT acknowledge 
emotions/feelings

Acknowledged emotions/
feelings

Acknowledged and 
responded in ways that 
made you feel better

Was accepting/nonjudgmental Made judgmental 
comments OR facial 
expressions

Did not express judgment 
but did not demonstrate 
respect

Made comments and 
expressions that 
demonstrated respect

Used words you understood and/or 
explained jargon

Consistently used jargon 
WITHOUT further 
explanation

Sometimes used jargon 
AND did not explain it

Explained jargon when 
used OR avoided 
completely

Educ and counseling Not done Partially done Well done Comments

Asked questions to see what you 
understood (checked your 
understanding)

Did not check for 
understanding

Asked if patient had 
any questions BUT did 
not check for 
understanding

Assessed understanding 
by checking in 
throughout

Provided clear explanations/
information

Gave confusing/no 
explanations—made it 
impossible to understand

Info was somewhat 
clear BUT still led to 
some difficulty in 
understanding

Provided small bits of 
info AND summarized 
to make sure clear

Collaborated with you in identifying 
possible next steps/plan

Told patient next steps/
plan (OR no next steps/
plan)

Told patient next steps 
THEN asked patient’s 
views

Discussed options 
THEN mutually 
developed plan
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Org and time man Not done Partially done Well done Comments

Managed time 
effectively

Paced the encounter 
poorly; did not manage 
time well

Paced the encounter, 
managed time to cover 
most of what needed to be 
covered

Paced the encounter very 
well; managed time so 
that visit seemed complete

 Resident Case-Specific Skills

Assessing history Not done Partially done Well done Comments

Asked for name and date of 

birth

Did not ask Asked for either name only 
or date of birth only

Asked for name and date of 
birth

Asked about past medical 

problems

Did not ask patient 
past medical 
problems

Asked if patient has any 
past medical problems but 
not specific

Asked a comprehensive past 
medical history—including 
meds, allergies

Asked about alcohol use Did not ask Asked about BUT NOT 
quantity or frequency

Asked about AND assessed 
quant. and freq.

Asked about drug use Did not ask Asked about BUT NOT 
quantity or frequency

Asked about AND assessed 
quant. and freq.

Asked about smoking Did not ask Asked about BUT NOT 
quantity or frequency

Asked about AND assessed 
quantity and frequency

Asked about work history 
and educational level

Did not ask Asked about current job 
but not work history and/or 
educational level

Asked about all

Asked about social and 

family support

Did not ask Asked questions about 
family/friends

Identified access to support

Asked about family medical 

history

Did not ask Asked generally but not 
specifically

Obtained a full family 
medical history

Asked about depression Did not ask Asked generally about 
depression but did not use 
the PHQ-2

Asked about depression 
using at least the PHQ-2 
(asked about lack of interest 
AND mood)

Offered HIV screening Did not offer Offered test (learned that you are HIV-negative)

Asked about tetanus and 
other immunizations

Did not ask Asked about one vaccine Asked about more than one 
vaccine

Yes Not 

sure

Review of systems

Asked about…
Yes Not 

sure

Physical exam

□ Not 
sure

Skin

rash, itching, pigmentation, dryness; hair growth or 
loss

□

PCA
□

Intern

Not 
sure

Vital signs

measured blood pressure, took pulse

□ Not 
sure

Washed hands before exam

□ Not 
sure

Eyes/ears/nose/mouth/throat

vision, hearing, throat pain, headache
□

Please circle

Not 
sure

Eyes/ears/nose/mouth/throat

inspected

□ Not 
sure

Cardiovascular

chest pain, palpitations, shortness of breath, walking
□ Not 

sure
Heart

listened

□ Not 
sure

Checked extremities

felt pulses, inspected hands/feet

□ Not 
sure

Respiratory

shortness of breath, wheezing
□ Not 

sure
Lungs

listened, palpated, and/or percussed

□ Not 
sure

Musculoskeletal

pain, swelling, redness/heat muscles/joint; range of 
motion

□ Not 
sure

Strength/range of motion

inspected and tested muscles and joints

Yes Not 

sure

Review of systems

Asked about…
Yes Not 

sure

Physical exam

□ Not 
sure

OB/GYN

pregnancy, menstruation, last pap smear, gyn health
□ Not 

sure
Abdomen

inspected, listened, palpated, and/or percussed

□ Not 
sure

Gastrointestinal

bowel movements, pain, swallowing, appetite
□ Not 

sure
Other

__________________________________

□ Not 
sure

Allergic/immunologic/lymphatic/endocrine

reactions to drugs, food, insects, skin rashes; trouble 
breathing; anemia; lymph nodes

□ Not 
sure

Other

__________________________________
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Patient education Not done Partially done Well done Comments

Assessed your understanding of 

asthma

Did not assess Obtained a full history 
of your personal 
experience of asthma 
OR asked what you 
know about the 
condition

Fully explored both your 
personal experiences of 
asthma and understanding 
of the condition

Assessed your understanding of 

asthma medications

Did not asses 
understanding

Told you how asthma 
medications work 
without assessing 
understanding

Assessed understanding 
and corrected 
misinformation

Checked/demonstrated inhaler 

technique

Didn’t address inhaler 
technique

Demonstrated or 
explained correct use 
but didn’t check inhaler 
technique

Checked your technique 
and demonstrated correct 
use

Recommended that you use the 
controller/preventive inhaler 

(Flovent) daily for better 
symptom management

Didn’t recommend Suggested that you 
should use the Flovent 
inhaler daily

Gave a clear and direct 
recommendation that you 
should use the Flovent and 
explained how it would 
better manage symptoms

Recommended short course of 
prednisone (oral steroids)

Did not recommend Recommended several days of steroids

Recommended that you use your 
inhaler with a spacer

Did not recommend Recommended that you use spacer

Gave list of prescribed 

medications

Did not give list of 
medications

Gave list but did not 
discuss medications 
prescribed

Gave list and fully 
explained medications 
prescribed

Labs/referrals ordered

___ Respiratory therapy referral
___Other: ______________

Ordered no labs Offered labs/referrals 
but did not explain 
which ones and 
rationale behind 
decision

Offered labs, explained 
choice and rationale for 
labs and discusses follow 
up of results

Made which of the following 
health maintenance 
recommendations:

Yes NS Health maintenance recommendation Comments

□ Not sure Take preventive medication (Flovent)

□ Not sure Other: ___________________________

Counseling (Management 

& Treatment) Not done Partially done Well done Comments

Reviewed plan with you Did not review 
summation of visit and 
plan

Reviewed plan but did not assess 
ability/willingness to comply

Reviewed plan, assessed 
ability, willingness to 
comply

Asked you what further 

questions you have
Did not ask Asked about questions but in a 

brisk manner, didn’t allow 
sufficient time

Asked you what further 
questions you had in a 
way that invited 
questions

Gave information about 
follow up and further 

contact w/ MD

Did not address Addressed follow-up but was not 
specific

Specifically addressed 
follow-up, setting time 
and person

Helped you understand 
how to navigate the 
system in order to follow 

through on next steps

Did not help navigate 
the system

Partially explained how system 
works in terms of next steps 
(blood work, etc.)

Fully explained process 
and how to navigate the 
system
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 Patient-Centeredness/Satisfaction

The resident … Not done Partially done Well done Comments

Answered or addressed all 
my questions/concerns

Only answered/addressed a 
few of the most central

Answered/addressed many 
of my questions/concerns

Answered/addressed all of 
my questions/concerns

Took a personal interest 
in me; treated me as a 
person

Did not see me as a person Viewed me as a person, but 
did not take personal interest

Took an active personal 
interest in me

Gave me enough 

information

Not given much info at all I was given some 
information, but I still had 
questions

I was given all the 
information I wanted/needed

Made you feel like had 
enough time (not rushed)

Did not have enough time; 
visit felt rushed

Mostly had enough time 
(visit a bit rushed); felt some 
time pressure

Felt no real-time pressures; 
covered most w/out pressure

 Activating the Patient

This encounter…. Not done Partially done Well done Comments

This encounter helped me 
to understand the nature 
and causes of asthma

Did not help me 
understand

Helped me understand 
some things but not 
everything

Helped me fully 
understand what happened

After the encounter, I 

understood how to 

manage my asthma in the 

future (including how 
medications work and how 
to use them)

I did not learn about 
asthma management

I found out about some 
of the treatment options

I left with a clear treatment 
and management plan

This visit made me feel 
confident I can keep 

asthma interfering too 
much with my life

Did not affect my 
confidence

Helped me feel more 
confident that I could 
keep asthma w/ life

Helped me feel very 
confident that I could keep 
asthma from interfering w/ 
my life

Because of this encounter, I 
am confident I can figure 

out solutions if something 
new comes up

Did not affect my 
confidence

Helped me feel 
somewhat confident that 
I could deal with new 
issues

Helped me feel quite 
confident that I could deal 
with new issues

 Overall Recommendations

Would you recommend this doctor to a friend or family 

member for his/her…

Communication/interpersonal skills? Not recommend Recommend with 
reservations

Recommend Highly recommend

Medical competence?
Application of medical knowledge

Not recommend Recommend with 
reservations

Recommend Highly recommend

Professionalism?
Accountable, respectful, sensitive and/or 
responsive, compassionate

Not recommend Recommend with 
reservations

Recommend Highly recommend

Would you recommend this clinic to a friend if they 

needed primary care?

Not recommend Recommend with reservations Recommend Highly recommend

Please explain your choice (comment on anything you feel is relevant including the facility, staff, waiting area, and time spent waiting):
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 Detection

Do you think this physician recognized that you were a stan-

dardized patient?

No Yes If yes, explain why

 

What materials did you receive during this visit?

Yes Materials

□ Lab orders

□ Health education pamphlets/information

□ Contact information

□ Follow-up appointment slip

□ Handwritten note, diagram, explanation

□ Spacer or inhaler

□ Other: _____________________________

Please use the following timeline to depict the sequence 

and timing of the visit.

Divide the timeline into the four major segments of the 

case: history gathering (HG), physical examination (PE), 

counseling about asthma and medication (ASTH), report to 

preceptor (PRE), and health recommendations (HR). Place 

them in the same order as in the visit, and do your best to 

represent the portion of the visit that was spent on each. If 

time during the visit was spent on other issues, please 

describe and put on the timeline too!

Start End   
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 Appendix P. Other Resources for OSCE Development

Station Development

• Search MEDLINE (http://www.ncbi.nlm.nih.gov/

pubmed) and the Internet for articles describing OSCEs 

and OSCE stations.

• MedEdPortal (www.mededportal.org) provides a peer-

reviewed collection of free educational resources includ-

ing cases and OSCE stations.

• OSCE exam preparation books (e.g., Hurley, 2005) and 

websites (e.g., OSCE Home: www.oscehome.com/) con-

tain station examples.

• Consider non-OSCE Clinical Vignettes that can be con-

verted into OSCE cases.

• The Association for Standardized Patient Educators 

(ASPE: www.aspeducators.org) includes a virtual library 

with resources for station development (some resources 

require membership in the organization).

• Professional listservs/blogs may require registration but 

can provide opportunities to access expertise and 

resources worldwide: SP-Trainer (mailman2.u.washington.

edu/mailman/listinfo/sp- trainer), the official ASPE list-

serv; DR ED (list.msu.edu/cgi- bin/wa?A0=dr- ed), an 

international general listserv focusing on medical educa-

tion; and eGroups of the Society for Simulation in 

Healthcare (www.ssih.org).

Standardized Patient Recruitment and Training

• The Association for Standardized Patient Educators 

(ASPE) holds annual conferences and gives out annual 

project awards which provide further resources (e.g., 

feedback training, recruitment, and training of multicul-

tural SPs). Their website (www.aspeducators.org) 

includes a searchable bibliography organized in the fol-

lowing sections: Overviews of SP Use, Project or Program 

Evaluation, SPs in Teaching Exercises, OSCEs, 

Measurement Tools, Influence of being an SP on the SP/

Special Populations of SPs, and Models and Computers 

for Simulation.

• Wallace (2007) provides an excellent in-depth resource 

for SP coaching.

Educational Research and Psychometrics

• Look for university courses on educational measurement 

in departments of education or psychology.

• The Association of American Medical Colleges (AAMC) 

runs a number of relevant training programs, such as the 

Medical Education Research Certificate (MERC) (www.

aamc.org/members/gea/merc) through their Group on 

Educational Affairs (GEA).

• Consult the Foundation for Advancement of International 

Medical Education and Research (FAIMER: www.faimer.

org) for fellowship opportunities.
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 Appendix Q. PICOT Worksheet for Use When 
Designing an SP-Based Research Question

Study: Title:

Research question:

Population Target group/sample of 

learners

Intervention/

independent 

variable

“Treatment” (curricular 

intervention, innovation or 

variable expected to affect 

outcome)

Comparison Reference group 

(counterfactual—what 

happens without 

Intervention?)

Outcome Measure reflecting 

effectiveness of intervention

Time Duration for study; when to 

measure outcome

https://doi.org/10.1007/978-3-031-88752-9#DOI
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The following is the domain of telemedicine assessment 

items that we add to the SP checklist for virtual telemedicine 

OSCEs. This domain can be incorporated into a full checklist 

(like the example found in Appendix H) so that regular com-

munication domains and case-specific skills are assessed in 

addition to telemedicine skills.

Appendix R. Sample Telemedicine Assessment  
Items to Incorporate in SP Rating Form for a Virtual 
Telehealth OSCE

Telemedicine skills Not done Partially done Well done Comments

Partnered with you to 
perform a virtual physical 

exam

Made no attempt to 
perform physical exam

Asked patient to perform 
basic exam maneuvers or 
utilize peripheral monitoring 
devices (thermometer, home 
BP cuff, Fitbit/Apple Watch, 
etc.)

Asked patient to perform 
maneuvers or access peripheral 
monitoring device FOLLOWED 
BY verbal confirmation of 
findings with patient or collateral

 Confirmed patient identifiers Did not attempt to identify 
patient or patient’s location

Asked patient to confirm 
either (a) name and/or date of 
birth (b) call back number 
OR (c) location

Asked patient to confirm (a) name 
and/or date of birth (b) call back 
number AND (c) location

Exhibited comfort and 
confidence using video 
interface

Was shy/uncomfortable in 
front of the camera, let 
technological glitches (if 
any) distract from the 
encounter

Mostly comfortable on 
camera, occasional stumbling 
but interview was not 
derailed by occasional video 
delay or glitch

Confident on camera, 
acknowledged and moved forward 
from technical glitches, and did 
not let video interface detract from 
natural conversation

Used non-verbal 

communication to enrich 
communication on camera

Avoided eye contact via the 
webcam, slouched, or was 
angled away or too far from 
camera

Made occasional eye contact 
with webcam, sometimes 
slouched or out of view

Maintained eye contact with 
webcam throughout encounter, sat 
squarely in front of camera, and at 
appropriate distance

Utilized live video to 
augment information 

gathering

Made no attempt to visually 
reconcile medications, 
witness reproducible 
symptoms, talk with onsite 
collateral (family/HHA/
VNS), visual tour of home

Did one of the following: 
visually reconcile 
medications, witness 
reproducible symptoms, talk 
with onsite collateral (family/
HHA/VNS), visual tour of 
home

Did two or more of the following: 
visually reconcile medications, 
witness reproducible symptoms, 
talk with onsite collateral (family/
HHA/VNS), visual tour of home

Actively optimized technical 
aspects of the virtual 
encounter

Did not assess sound (e.g., 
volume, clarity, background 
noise), video (e.g., 
pixilation or delay), or 
“backup plan” if 
technology failed (e.g., 
phone call)

Assessed two of the 
following: sound (e.g., 
volume, clarity, background 
noise), video (e.g., pixelation 
or delay), or ‘backup plan’ if 
technology failed (e.g., phone 
call)

Assessed three of the following: 
sound (e.g., volume, clarity, 
background noise), video (e.g., 
pixilation or delay), AND “backup 
plan” if technology failed (e.g., 
phone call)

Maintained appropriate 
computer etiquette during 
encounter

Frequent typing without 
explanation, appears 
preoccupied with computer, 
or distracted

Occasional types with 
minimal explanation of 
actions

Paused video or provided clear 
explanation while documenting, 
searching another website, or 
having another screen open for the 
purpose of patient care

https://doi.org/10.1007/978-3-031-88752-9#DOI
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 Appendix S. Example OSTE Checklist

OSTE: Student Feedback

Faculty Coded ID:

Not done Partly done Well done Comments

Feedback skills

Clarify goals and objectives 
for the feedback

Did not clarify goals and 
objectives

Somewhat clarified goals 
and objectives

Clarified goals and 
objectives for feedback

Asked learner to evaluate 
his own performance

Learner not asked to 
evaluate his own 
performance

Awkwardly asked learner 
to evaluate his own 
performance

Learner skillfully asked to 
evaluate his own 
performance

Responded to and built 
upon learner’s 
self-assessment

Did not respond to or 
build upon learner’s 
self-assessment

Made an attempt to 
respond to or build upon 
learner’s self-assessment

Effectively responded to 
and built on learner’s 
self-assessment

Built on positive behavior 
then moved onto behavior 
that could be improved

Did not build on positive 
behavior and did not 
move from positive 
behavior to behavior that 
could be improved

Made an attempt to build 
on positive behavior and 
move onto behavior that 
could be improved

Appropriately and skillfully 
built on positive behavior 
and them moved onto 
behavior that could be 
improved

Focused on specific 
behaviors

Did not focus on specific 
behavior

Made an attempt to focus 
on specific behaviors

Effectively focused on 
specific behaviors

Used nonjudgmental 
language

Used judgmental 
language

On occasion, used 
language that could be 
interpreted as judgmental 
but corrected it

Used nonjudgmental 
language

When feedback was 
subjective, labeled it as 
such

Did not label subjective 
feedback appropriately

On occasion, did not 
label subjective feedback 
as such, but usually 
labeled it correctly 
upfront

Appropriately labeled 
subjective feedback

Acknowledged and 
addressed emotions during 
feedback session

Did not acknowledge or 
address emotions during 
session

Made an attempt to 
acknowledge and address 
emotions during session, 
but was awkward at times

Skillfully acknowledged 
and addressed emotions 
during feedback session

Problem-solved together on 
ways to change behavior

Did not problem-solve 
with learner

Attempted to problem- 
solve with learner but 
could have been done 
more skillfully

Effectively problem-solved 
with learner

Learning climate

Actively listened to learner Did not appear to listen to 
learner

Listened to the learner 
somewhat

Appeared to actively listen 
to learner (looked at learner, 
nodded head)

Asked effective questions to 
engage learner

Did not ask questions of 
learner

Engaged leaner 
somewhat. Asked few 
questions

Asked effective questions 
that engaged learner

(continued)
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Not done Partly done Well done Comments

Encouraged learner to 
express concerns and needs

Did not encourage learner 
to bring up concerns or 
needs

Made some attempt to 
encourage learner to 
bring up concerns or 
needs but could have 
been more effective

Made learner feel 
comfortable bringing up 
concerns and needs

Expressed respect for 
learner’s experience and 
emotions

Treated learner in an 
insensitive manner. 
Discouraged learner from 
discussing his experience 
or emotions

Treated learner in a 
neutral manner, neither 
respectful or disrespectful

Encouraged learner to 
discuss experiences, made 
learner feel comfortable 
discussing emotions

Expresses empathy and/or 
concern for learner

Did not express empathy 
or concern for learner

Expressed some empathy 
and/or concern but not in 
a way that made you feel 
better

Sincere expressed empathy 
and/or concern for learner

Close session

Summarized the session Did not summarize the 
session

Attempted to summarize 
the session but left out 
important information

Effectively summarized the 
session

Ended with a positive 
comment

Did not end with a 
positive comment

Ended with a positive 
comment but it was 
somewhat awkward

Ended with a positive 
comment

Plan for the future Did not make a plan for 
the future with the learner

Made a plan for the 
future but it was 
incomplete, unrealistic, 
awkward

Effectively made a plan for 
the future with the learner

Overall, how would you rate the overall performance 

of this teacher?

1

Inadequate

(Ineffective likely to create 
learning problems; e.g., 
confusion or 
dissatisfaction)

2

Marginal

(Uses some skills 
effectively but others 
may create learning 
problems)

3

Competent/adequate

(Uses most skills effectively)

4

Very effective

(Uses all skills 
effectively, minor 
suggestions would 
enrich)

5

Exemplary

(At the level of an 
experienced teacher 
whose skills are so good 
you would seek out 
learning opportunities)

Comments:

Appendix S: Example OSTE Checklist
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 Appendix T. Example Standardized Learner 
Instructions: Medical Student Feedback Case

This checklist was developed by Linda Tewksbury, MD,  

Cynthia Osman, MD, and Lucy Chang, MD.

The scenario Your name is Susan Mills. You are a second-year medical student on your pediatric clerkship clinical rotation. After 
rotating for 2 weeks in the pediatric clinics, you have just finished your first of 2 weeks on one of the inpatient units. 
The inpatient team includes the ward attending (senior doctor on the pediatric faculty who oversees caring for the 
patients on the ward and teaching), senior resident (doctor in second year of training) two interns (doctor in first 
year of training), and two other students. It is “feedback Friday,” and you are really looking forward to getting some 
feedback on your performance from your ward attending. It has been a bit of a difficult adjustment as this is only 
your second rotation, but you have been working very hard and pleased that you really are enjoying working with the 
kids.

Feedback challenge

for faculty

•  To give you some negative feedback regarding your professionalism without making you defensive
•  To give you constructive suggestions on how best to address your areas of weakness, including the professionalism 

issues

Personality/

context

You were very excited to start pediatrics as it is a specialty you are considering, but you were nervous that you would 
not be able to handle the sicker children. You were a camp counselor in high school and volunteered at a preschool 
but have never been around very sick children before. Your first rotation was in Radiology so you did not get that 
much interaction with patients. You have been pleased to find that you do enjoy working with sick children and have 
become particularly attached to a 3-year-old admitted with cellulitis (Michelle) and a troubled teenager admitted 
after a motor vehicle accident (John). You feel like you have been working very hard but are still trying to figure out 
how to balance all the expectations of the clerkship (studying for shelf exam vs. preparing for presentation vs. 
preparing write-ups, etc.).

Your experience on 

the pediatric 

clerkship to date

As this is your first “major” clinical rotation, it has been hard to keep up with all the abbreviations that are used on 
rounds and in conferences. It has been very helpful to be able to look up things on your phone so you can follow the 
discussion.

You were assigned to the pediatric clinics for the first 2 weeks of the rotation, which you enjoyed, but it was hard 
getting used to going to a different clinic every day. You were eager to start on the inpatient unit this past week, but it 
has also been hard as you feel you are just starting to get the hang of things and now there is only 1 week left. The 
two students who are working on the team with you, Jeff and Nina, are nice enough but are always jumping in to 
answer questions, even when the question is directed at you. While you do not think of yourself as a “shy” person, 
you tend to be on the quieter side and certainly don’t want to be the kind of student who tries to overshadow her 
classmates.

You were happy to be given the opportunity to prepare a brief presentation on cellulitis (a bacterial infection of the 
skin), but you were more nervous than expected. As you were asked to give only a 5-minute presentation, you tried to 
just stick to the basic facts and were surprised at some of the more detailed questions you were asked. The faculty 
had several questions about “MRSA” (pronounced “mersa” which stands for methicillin-resistant Staph. aureus 
infection—a particularly serious cause of cellulitis). You did not spend time researching this and had difficulty 
answering questions about changes in prevalence of “community acquired” vs. “nosocomial” MRSA infections and 
how best to treat.

This week was also challenging as you had a presentation for your preceptor this past Wednesday (your preceptor is 
a doctor on the pediatric faculty who meets with you and a small group of students once a week throughout your 
6-week rotation to go over cases with you. This person is different than the ward attending from whom you are now 
getting feedback). You were happy that your intern allowed you to go the library on Tuesday afternoon since the 
ward was quiet, to work on your presentation. You came back after “sign out” to check on your patients, but your 
team had already left for the day.

To add to your stress, you are a little bit more distracted than usual as your mother is having elective surgery next 
week (having a “lipoma”– a benign fat tumor—removed from her back). Although you are not particularly worried 
about the surgery as it is pretty routine, your mother has a million questions and has been texting you all week and 
wanting to talk at night.

(continued)
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If asked to self-

assess your 

performance:

If first asked how you think it has been going on the inpatient unit before given feedback, you immediately state that 
“it’s going well!” You have been enjoying the rotation, and you feel like your presentations on rounds in the morning 
and your notes have been good, especially after getting some feedback from your intern on the first day. If asked 
what you think is your strength, you proudly talk about the two patients you have really connected with. There is a 
3-year-old girl, Michelle, who was admitted for cellulitis whose mother is always at the bedside. Although the patient 
initially would cry when anyone walked into the room, you have made a great effort to try to spend time with her, 
and she has finally come to trust you and happily lets you examine her. Her mother also seems to trust you and 
welcome your visits. You have also been assigned to a 16-year-old boy, John, from troubled family (single mom with 
other young kids and father a drug addict currently in prison) who was recently in a motor vehicle accident. He has 
hardly had a visitor and has been very sullen all week, but you finally got him talking about what his life is like at 
home and his father who was verbally abusive before going to jail.

If asked for what you think you could improve on, you state you know you could have done a better job on your 
cellulitis presentation and probably should have asked for more clarification as to what was expected. You realize that 
you might not be using your study time as effectively as you should (for example, you should have put more time 
into your cellulitis presentation instead of working most of the night on your preceptor presentation).

Reactions to 

feedback:

You have been looking forward to getting feedback today from your attending. You are very, very surprised and 
disappointed to learn that the residents think you are “disinterested.” While your personality isn’t bubbling with 
enthusiasm, you really are interested in pediatrics and want to learn as much as possible. You are very surprised to 
get criticized for being on your phone during conference as “everyone” seems to do that and it has been helpful to 
you. The only time you took out your phone on rounds was when you noticed and “urgent” text from your mom. You 
do understand, when pointed out to you, how it could be misperceived as not interested and certainly will be mindful 
not to do so in the future.

You are shocked if you are criticized for “disappearing” on Tuesday afternoon. You realize that your intern had clinic 
that afternoon and probably did not tell the senior resident she had given you permission to leave.

If the attending interacts with you respectfully and starts by getting your input before giving feedback, while 
still a little defensive when you initially hear negative feedback, you really do want to know what you could do better 
and try to be open, especially to the suggestions. You are especially receptive if the ward attending tries to objectively 
discuss actions (“we noticed you were on your phone during conference”) and perceptions (“it seemed to us that you 
were not following the discussion”) rather than more subjective labeling (“you were rude and disrespectful”).

If the attending does not give you a chance to weigh and immediately starts with the negative feedback, you are 
first shocked and quiet then start to be a little angry and defensive (i.e., when told you “disappeared” on Tuesday, you 
state “well I told the intern before I left and he said it was OK” or regarding being on your phone “the residents and 
even attendings are on their phone too!)

Appendix T. Example Standardized Learner Instructions: Medical Student Feedback Case
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 Appendix U. Sample Simulation Center Table 
of Organization: Leadership and Staff
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 Appendix V. Simulation Operations Associate (SOA): 
Novice SOA Orientation Schedule

Orientee:

Primary Preceptor:

Expected Orientation Period: [X weeks]

Week [#]: [Date]—[Date]

Day 1: [Date] [time scheduled]; [preceptor time scheduled] [remote or at SIM Center]

Time Learning activity

New hire modules

SIM Center weekly team meeting

12p–1p Lunch

Independent work:
   Review SOA syllabus
   Explore SIM Center website
   Explore organizational website
   Google/YouTube: what is an OSCE?
   Write a brief bio for our website

Debrief with preceptor

Day 2: [Date] [time scheduled]; [preceptor time scheduled] [remote or at SIM Center]

Time Learning activity

Check emails and settle in

General SIM Center orientation:
• Overview of SIM Center
• Overview of center hours
• Organizational staff chart (website)
• Key documents/shared drives
• Overview of program reservation process
• Overview of SIM Center courses
• Organizational website overview
   – Compliance modules
   – Timekeeping application and kiosk
   – Protocols
• Comprehensive tour
• Environmental walk-through
   – Location of elevator keys
   – Lockers
   – Fire emergency exits and alarm codes
• Identification cards

12p–1p Lunch

SP weekly meeting

Intro meeting with key staff (other SOAs, program supervisors, program managers, operations manager, administrative 
director, SP program director, dean of simulation)
*To be scheduled over the first month at varying times

Debrief with preceptor
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Day 3: [Date] [time scheduled]; [preceptor time scheduled] [remote or at SIM Center]

Time Learning activity

Introduction to learning management system

Independent work
Hands-on practice with learning management system

Observe OSCE encounters

12p–1p Lunch

SP operations weekly meeting

SIM Center IT orientation

Debrief with preceptor

Day 4: [Date] [time scheduled]; [preceptor time scheduled] [remote or at SIM Center]

Time Learning activity

Check email, settle in

Overview of SOA role, types of programs, organizations/structure

Review SPs and SP/OSCE meetings (structure, goals, attendees)

12p–1p Lunch

In-depth tour of OSCE equipment/storage

Debrief with preceptor

Appendix V. Simulation Operations Associate (SOA): Novice SOA Orientation Schedule
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 Appendix W. SP Program Intake and Program Design 
Checklist (IPDC)

 1. Program title:

 2. Date received reservation:

 3. Date of prescreen:

 4. Date of intake:

 5. Date of follow-up intake:

 6. Program previously held:

 7. Modality of program:

 8. Location of program:

 9. Organization:

 10. Discipline or GME program:

 11. Number of learners:

 12. Level of learners:

 13. External learners:

 14. Number of faculty:

 15. Faculty lead/contact info:

 16. Coordinator/contact info:

 17. SOA leading intake:

 18. SIM center director at intake:

Reservation details:

 

Pre-screen information:

 

 19. Are you running this program to: □ Assess □ Teach

 20. If assessment: □ Summative □ Formative

 21. What are the goals and objectives? (Copied from res-

ervation form if applicable)

1.

2.

 22. Case names

1.

2.

3.
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 23. Which of the following content applies?

□ Communication □ Patient education and counseling □ Treatment plan and management

□ Documentation □ Physical exam □ Interprofessional collaboration

□ Procedural skills □ Telehealth □ Professionalism—TransferofCare/iPASS

□ Professionalism—bad news □ Professionalism—difficult situation □ Professionalism—informed consent

□ Professionalism—DEI (diversity, 
equity, inclusion)

□ Teaching/precepting

*If hybrid SIM/OSCE, SIM Center to reach out to SIM pro-

gram supervisor for those content items

What types of data and reports would you like to obtain?

24. Video recording? 
□ Y □ N

IT ticket: □ Video view access □ 
Video download/keep

• Insert information about video retention and storage 

policies, specific to organization

 25. Reporting: □ Y □ N

□ Answer analysis report: Aggregate response histo-

grams and mean scores per question

□ Complete report of questions and answers/scores: 

Individual learners (PDF) and group (raw data)

□ Batch learner reports: Individual learner zip folder 

with assessments

□ Assign scoring rubric for learner notes. Specify 

instructor(s):

□ Release scores/assessments in learner portfolio 

(must be same date as BLINE video access, if 

applicable)

 26. Standardized participants: □ Y □ N

□ SP recruitment and training (notify SP educator and 

enter details)

• SP arrival time (30 min prior to first encounter):

• SP departure time (15 min after last encounter):

•  Case name(s) and preferred demographics (age/gender/ethnicity); 
specify if NEW:

   – Case 1:

   – Case 2:

   – Case 3:

• Number of principal SPs per case:

• Number of back-up SPs (specify if cross trained):

• Total number of SPs:

SP training planning:

□  Just-in-time training (same date as program) □ Training in 
advance of program date

Location of training: □ Remote □ SIM Center

•  SP training requires 2–4 hours depending on case/checklist; 

faculty is required to attend

•  SP educator will follow up with training options and 

gather faculty availability

• Note: SP rate: $28/hr, 2-hour minimum for in-person assignments

□ Referrals: SIM Center provides referrals and program 

recruits/trains (insert request form link on SIM Center 

website)

□ Managed by program

If needed:

Appendix W. SP Program Intake and Program Design Checklist (IPDC)
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 27. Remote OSCE details:

 

 28. Space requirements:

 Classroom setup: □ Horse shoe seating □ Classroom 

seating □ Projector

Conference room setup:

 29. Assessment menu:

Assessment 

type Y/N

Prior to 

OSCE

During 

encounter

Post- 

encounter

Off- 

site

Door note

Learner 
post-encounter 
note

Assess learner 
post-encounter 
note

SP verbal 
feedback

SP assess 
learner

Assessment 

type Y/N

Prior to 

OSCE

During 

encounter

Post- 

encounter

Off- 

site

Instructor 
verbal 
feedback

Instructor 
assess learner

Learner 
self-
assessment

Learner peer 
assessment

Group debrief

Video review

 30. Agenda/exam flow:

 •

 31. Program support (control room, hallway monitor, 

other):

 •

Appendix W. SP Program Intake and Program Design Checklist (IPDC)
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 32. Action items:

SIM Center: Target due date:

1.

2.

3.

Program: Target due date:

1.

2.

3.

 33. Program setup:

Location Case Setup

Room 1

Room 2

Room 3

Standard Equipment:

□ Stretcher OR exam bed

□ Plasma screen

□ Desktop computer

□ Phone

□ Blood pressure cuff

□ Sink/soap

□ 2 chairs inside

□ Ophthalmoscope/PanOptic ophthalmoscope

□ Gloves (S, M, L)

□ 1 chair and 2 headsets inner corridor

□ Exam lights

□ Gowns

□ Drapes

□ Additional computers (laptops, computer on wheels)—

insert IT laptop request form needed

Appendix W. SP Program Intake and Program Design Checklist (IPDC)
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